
  

  

  

 

IN THE NAME OF ALLAH, 

THE MOST MERCIFUL, 

THE MOST GRACIOUS 

  

  

  

  

  

  

  



  

  

  

  

 

  

  

  

  

  

  

  

  

  

  

  

  

  



JKAU: Comp. IT. Sci., Vol. 3, 128 Pages (2014 A.D. / 1436 A.H.) ISSN: 1658-6336 

Legal Deposit 1435/1028 

 
  
 

 
 

 

 

Journal of  

 

KING ABDULAZIZ UNIVERSITY 

 

Computing and  

Information Technology Sciences 
 

 

 

Volume 3 

 

2014 A.D.  /  1436  A.H. 

 

 

 

Scientific Publishing Centre 

King Abdulaziz University 
P.O. Box 80200, Jeddah 21589 

Saudi Arabia 

http://spc.kau.edu.sa 



 

King Abdulaziz University Press 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Contents 

 

 Page 

Prof. Dr. Kamal M. Jambi    Editor in Chief 
 Computer Science Department 

kjambi@kau.edu.sa 
 
Prof. Dr. Khalid Abdullah Fakeeh Member 

Information System Department 

kfakeeh@kau.edu.sa 
 
Prof. Dr. Fathy E. Eassa Member 

Computer Science Department 

feassa@kau.edu.sa 
 
Prof. Dr. Hassanin M. Albarhamtoshy Member 

Information Technology Department 

hassanin@kau.edu.sa 
 
Prof. Dr. Victor R. Basili    Member 

Maryland University, CS Dept., USA 

 basili@cs.umd.edu 
  
Prof. Dr. Abdulfattah S. Mashat   Member 

Information Technology Department 

asmashat@kau.edu.sa

■  Editorial Board   ■

• Local : SR     10.00    

• External   : US$   10.00 
 
 
 
 
 Scientific Publishing Centre, King Abdulaziz University 

P.O. Box 80200, Jeddah 21589, Saudi Arabia 
 
 
 

Deanship of Library Affairs, King Abdulaziz University 
P.O. Box 80213, Jeddah 21589, Saudi Arabia

■  Copy Price   ■

■  Subscription   ■

■  Exchange   ■



JKAU: Comp. IT. Sci., Vol. 3, 128 Pages (2014 A.D. / 1436 A.H.) ISSN: 1658-6336 

 
 

V 

 

 

(English Section) 

 

• A Use-Modify Framework to Detect Feature Interactions 

in Web Services. 

Ahmed Khoumsi and Zohair Chentouf…………………. 

 

 

 

 

 

3 

 

 

• Feasibility Verification and Performance Evaluation of 

Exclusion-Based VANETs (EBV). 

      Ahmad A. Al-Daraiseh, Mohammed A. Moharrum, and  

      Ahmed Youssef…………………………………………. 

 

 

 

 

51 

(Arabic Section) 

 

• Utilization of the Modern Syllogistic Method in the 

Exploration of Hidden Aspects in Engineering Ethical 

Dilemmas (English Abstract). 

      Ali Muhammad Rushdi, Taleb Mansour Alshehri, 

      Mohamed Zarouan, and Muhammad Ali Rushdi………... 

 

 

 

 

 

 

127 

  

 

 

 

 

 

 

 

 

 

 

 



 

King Abdulaziz University Press 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 



JKAU: Comp. IT. Sci., Vol. 3, 128 Pages (2014 A.D. / 1436 A.H.) ISSN: 1658-6336 

 
 

VII 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

( English Section ) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

King Abdulaziz University Press 

 

 

 



JKAU: Comp. IT., Vol. 3, pp: 3 - 49  (2014 A.D./ 1436 A.H.) 

 

DOI: 10.4197 / Comp. 3 -1.1 

3 

 

 

 

 

 

 

A Use-Modify Framework to Detect Feature Interactions 

in Web Services  

 

Ahmed Khoumsi and Zohair Chentouf* 

 

Department of Elect. & Comp. Eng., University of Sherbrooke, 

Sherbrooke, Canada, and *Software Engineering Department, College of 
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Abstract. Composing Web services is often beneficial since created the new 

Web services from existing ones. However, Web service composition is prone 

to feature interactions, which denote undesirable behaviors arising when 

several Web services are used together. The existing methods for detecting 

feature interactions suffer generally from state space explosion. In this paper, 

we develop a method to detect feature interactions in Web services, which 

targets the reduction of state space explosion while trying to keep an acceptable 

power of feature interaction detection. The proposed method is based on the 

use of a language called Use-Modify which models Web services at a high 

abstraction level. A Use-Modify model of a Web service provides information 

such as “who uses what”, “who modifies what”, and characterizes each 

operation of use and modifying by “always”, “sometimes”, “never” and 

“maybe”. "Use-Modify" also indicates, for each use and modifies, whether 

there are conditions which may specified or unspecified. We study the 

computational complexity of our feature interaction detection method and 

demonstrate its applicability in several examples.  

Keywords: Composing web services; Feature interaction detection; 

High abstraction level; Use-Modify relation; Use-Modify 

model. 

 

1. Introduction 
 

When existing Web Services (WS) are composed to create new WSs, the 

latter can contain undesired behaviors, which are called feature 

interactions (FI). Here is an example of FI in WS: we consider a supplier 

to which orders can be sent. When his stock is empty, a supplier forwards 
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any incoming order to another supplier. Consider two WSs Supplier1 and 

Supplier2, an assuming that an order is sent to Supplier1 and those both 

Suppliers have their stocks empty. We may have a following situation: 

Supplier1 forwards an order to Supplier2 which in turn the forwarding of 

the order to Supplier1. The FI manifests itself by a blocking situation 

where each supplier is waiting the answer of the other.  

FIs have been intensively studied in telecommunication services (or 

Telecom-services)
[1-9]

, and ever since more recently in WSs. Many 

methods have been developed to detect FIs, some of them are rigorous 

and have a high power of FI detection. But the latter suffer from state 

space of explosion, such as those applying model-checking techniques. 

The approach we are proposing to detect FIs in WSs targets, the reduction 

of such a state space explosion problem while trying to keep an 

acceptable power of FI detection. We model the behaviors of WSs by so-

called Use-Modify language (or UM-language) which is a high 

abstraction level formalism whose basic principle is to specify “who uses 

what” and “who modifies what”. UM-language permits also to 

characterize each “use” and “modify” by “always”, “sometimes”, “never” 

or “maybe”. Moreover, UM-language may also indicate conditions to 

“use” or “modify”. 

Our Use-Modify approach is slightly inspired by many workers
[10,11]

. 

Our contribution is that while
[10-11] 

are mainly based on intuitive ideas, 

we adopt a much more rigorous approach where all our ideas are studied 

thoroughly and formally. A much shorter version of our paper is 

published in 2012
[12]

. 

The structure of the paper and its contributions compared to Khoumsi, 

et al.,
[12]

 are as follows: 

- In Section 2, we explain some fundamental differences between 

composing WSs and composing Telecom-services.  

- Section 3 presents some related work on modeling and composing 

WSs and detecting their FIs.  

- In Section 4, we propose a Use-Modify language (or UM-

language) to model WSs at a high abstraction level. A UM-model 

is a set of UM-relations like “L uses R” or “L modifies R”, where 

L and R represent WSs, functionalities of WSs or variables of 

WSs, and each “use” and “modify” is characterized by “always”, 

“sometimes”, “never” or “maybe”. Here are specific contributions 

in comparison with those of Khoumsi, et al.,
[12]

. 
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- the semantics of “use” and “modify” and their characterizations  

are defined more clearly and rigorously (Sect. 4.2); 

- The identified Formal conditions to characterize UM-relations as 

well-formed (Sect. 4.3); 

- Formal conditions can be associated with UM-relations to restrict   

their general semantics (Sect. 4.5).   

- Section 5 proposes a number of logical rules that permit to enrich 

a UM-model in function of deriving new UM-relations from given 

UM-relations. Here are specific contributions in comparison 

with
[12]

: 

- We first define fundamental rules which do not refer to UM-

relations (Section 5.1); they are rather based on general logical 

statements; these rules are absent in Khoumsi, et al.,
[12]

. 

- Three categories of UM-rules (i.e. applicable rules of UM-

relations) are deduced from the fundamental rules. (Section  5.2-

5.4), instead of being partially defined without justification and 

categorization (as in Khoumsi, et al.,
[12]

). 

- Soundness and completeness of the fundamental rules and the 

UM-rules are rigorously studied and discussed (Sections 5.5-5.6). 

- Utility of characterizing “use” and “modify” by “maybe” is 

explained (Section 5.6.3). 

- In Section 6, we are going to present a Use-Modify-based & 

method of detecting FIs in WSs. Contrary to that of Khoumsi, et 

al.,
[12]

: 

- The method is specified as: Three-steps first algorithm where we 

indicate clearly what is done automatically and what is done by 

the designer.  

- Second (which is not an easily understandable
[12]

) is illustrated by 

an abstract example throughout Sect. 6.2.  

- We study the computational complexity of our FI detection 

method. 

- Section 7 to demonstrates the applicability of our method for 

detecting all of the FIs of the benchmark
[13]

 is a part of the FI
[14]

.  

- In Section 8, we demonstrate that our method can be used to 

detect several FIs, and we never only consider the WS 

composition, but also a Telecom-service composition and a mixed 

composition of WS including to the Telecom-service
[15]

.  
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- Section 9 conclusions and by recapitulating of the contributions 

and proposing are some of the future work. 

- Section 10 contains the proofs of some propositions; where 

Khoumsi, et al.,
[12]

 not all of the propositions. 

2. Web Service Composition Versus Telecommunication        

Service Composition 

Let us show that composing WSs is different from composing 

Telecom-services. 

1. Telecom-services can generally be abstracted by a few parameters. 

For example
[16]

, each service is abstracted by a triggering party, and 

origin and destination parties. The services
[17]

, are abstracted by some 

processing points that correspond to the main steps in a phone call. 

On the other hand contrary, WSs cannot be so simply abstracted, 

because a WS can be provided any imaginable software system 

providing a service through the Web. 

2. Composing two Telecom-services generally means running them in 

parallel. Most of the FI studies for Telecom-services are based on this 

simple composition approach. On the contrary, WS composition 

means designing a new WS by composing existing WSs, based on the 

principle of software reusability. Hence, WS composition requires a 

design phase. 

We deduce that WS composition may be much more complex than 

composing Telecom-services, so that cannot be automated in general. To 

address the complexity of WS composition, in several models, those have 

been developed, such as orchestration and choreography.  

Now, let us draw the attention of the reader to an important difference 

between Telecom-services and WSs in FI detection. The presence of FIs 

between the two composed Telecom-services depend generally unique on 

those composed services, because the composition consists simply in 

running the services in parallel. On the contrary, the presence of FIs in 

WSs depends generally on the way of the WSs have been composed, 

because there are many ways to compose WSs. 
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3. Related Work on Modeling and Composing WSs                 

and Detecting Their FIs 

An important contribution
[13, 14]

 is to raise the interest of researchers to 

the problem of WS composition and FI detection
[13]

. That presents a case 

of study which can be used as a benchmark to assess FI detection 

methods. Another contribution in raising an interest can be found in
[15]

, 

which shows that FIs of Telecom-Services are different from FIs in WSs. 

Let the term on-line (resp. off-line) qualify the methods which are 

applicable during in the execution (resp. design). On-line WS 

composition and FI detection methods are studied for example in
[18-20]

. 
[18]

presents an on-line of FI detection method inspired from the Situation 

of Calculus. 
[19]

presents an on-the-fly approach to compose WSs. 
[20]

identifiy some challenges and opportunities in on-line FI detection and 

resolution. 

Much more work has been done in off-line WS composition and FI 

management, e.g. in
[21-25]

. 
[21]

proposes an off-line FI detection method 

using Label Transitions Systems (LTS). 
[22]

proposes a method based on 

Petri nets that detects one type of FIs: race conditions. 
[23]

uses Petri nets 

to describe WSs and presents simple examples for merging WS 

descriptions. 
[24]

presents an FI detection method using the model-checker 

UPPAAL; WSs are described in WS-BPEL which is translated into timed 

automata. 
[25]

presents an FI detection method that uses the model-checker 

SPIN
[26]

; WSs are described in BPEL4WS
[27]

 which is translated into 

Promela. 

Some work on user-interfacing and software-tooling for WS 

composition can be found in
[28, 29]

. 
[28]

proposes an environment using 

Mashup for WS composition, and
[29]

 presents an integrated development 

environment for WS composition. FI detection is not studied in 
[28, 29]

. 

[30, 31]
propose an extension  of the  business  model  of

[32]
 to  support WS 

composition. The authors of
[30, 31]

 go further in
[33]

 by studying how WSs 

can be categorized and assembled. FI detection is not studied in
[30, 31, 33]

. 

[34, 35]
contain a rigorous study of WS composition, where theoretical, 

software-tooling and user-interfacing aspects are considered. The CRESS 

formalism is used which can be automatically translated into BPEL and 

LOTOS. 
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4. Use-Modify Language to Model WSs 

In the references of Section 3 that study FI detection, the developed FI 

detection methods may suffer from state space explosion, because they 

are based on formalisms specifying WS behaviors exhaustively. The 

approach we adopt targets to avoid state space explosion while keeping 

an acceptable power of FI detection. For that purpose, we develop a so-

called Use-Modify language (or UM-language) to model WSs at a high 

abstraction level, whose principle is to specify “who uses what” and 

“who modifies what”. Such an omission of details is motivated by the 

desire to avoid state space explosion during FI detection. With Use-

Modify, WSs are specified at two levels: their interfaces are specified 

like objects in object-oriented analysis (OOA); and their behaviors are 

specified by what called is Use-Modify relations (UM-relations) in the 

form of “L uses of Y” or “L modifies to R”. L and R correspond to WSs, 

functionalities of WSs or variables of WSs, and either “use” and 

“modification” are characterized by “always”, “sometimes”, “never” or 

“maybe”. A set of UM-relations modeling the behavior of the WS is 

called its behavior model, or its UM-model to emphasize the use of UM-

relations. The UM-model describes a WS logically, in the sense that it 

specifies how a WS behaves but it does not necessarily to correspond to 

its implementation. The UM-model is targeted uniquely to be 

manipulated by our proposed FI detection method which will be 

presented in Section 6. While designing (and pre deploying) a WS, a 

UM-model of such a WS must be constructed and analyzed to determine 

whether the WS is FI prone. Therefore, our method is off-line. 

4.1. Interface Model Based on Object-Oriented Analysis 

The interface of a WS is modeled as a class skeleton in OOA, and the 

interface of each executable instance of WS is modeled as an object 

skeleton of a class. By skeleton, we mean that the classes and objects are 

specified by attributes and methods signatures. A method signature 

specifies a function by its name, its input and/or output parameters and its 

returned result (if any), and without a body. Object skeleton corresponds 

to interface in Java. Hence, the behavior is not specified. For the sake of 

brevity, we will omit the terms skeleton and signature in class skeleton, 

object skeleton, and method signature. There exist two types of 

attributes: basic attributes and complex attributes. Basic attributes are 
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variables of primitive types, like int, float, double, boolean. Complex 

attributes are objects. For the sake of clarity, methods, basic attributes 

and complex attributes are named differently as follows: 

- Basic attributes (or primitive variables): they are named in italic with 

the first letter non capitalized. For example, risk, rate, and amount. 

- Complex attributes (or objects): they are named in italic with the first 

letter capitalized. For example, Assessor, Approver, Lender, 

Supplier. 

- Methods: they are named in italic with the first letter non capitalized, 

and they terminate by ().For example, quote(), approve() and 

assess().  

As in OOA, attribute a and a method m() of an object O are referred to 

as O.a and O.m(), respectively. The object name O can be omitted when 

there is no ambiguity or when it is irrelevant. We will use the notions of 

feature and WS as follows: 

- Feature: it is a basic WS which is not composed of other WSs. A 

feature is modeled as 

an object whose all attributes are basic. When several similar features 

are used, the latter can be modeled as objects of the same class. A 

class is named with all letters capitalized, for example, SUPPLIER. 

- WS: it is a complex WS created by composing features and/or WSs. 

Like features, WSs can be modeled by objects and classes. The fact 

that a WS is composed of several objects (WSs and/or features) 

implies that it has a complex attributes. 

Let us consider some examples of features and WSs taken from 
[35]

 

and give an idea of how they can be modeled as objects. We do not 

present them in detail, we just indicate one or two attributes and methods 

for each feature or WS. 

Example 1: The feature Approver has a method approve() and two 

basic attributes amount and rate. approve() evaluates a loan of a given 

amount and refuses or approves it. A rate is selected if the loan is 

approved. 

Example 2: The feature Assessor has a method assess() and three basic 

attributes amount, risk and rate. assess() evaluates the risk of a loan of a 

given amount. If risk is low, an acceptation response is returned with a 

proposed loan rate, otherwise a refusal is returned. 
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Example 3: The WS Lender is composed of the two features Approver 

and Assessor. Lender has two attributes that correspond to Approver and 

Assessor. Lender has also a method quote() and a basic attribute amount. 

The method quote() approves or assesses a loan of a given amount in the 

following way: quote() invokes the method approve() of Approver if 

amount ≥ 10000, or the method assess() of Assessor if amount < 10000. 

quote() also invokes approve() if assess() returns a refusal. 

We have shown how WSs have their interfaces (and not their 

behaviors) modeled as classes and objects. Note that these interfaces can 

be visualized as a subset of UML class diagrams where the unique 

associations are compositions and aggregations, which may seem too 

restrictive compared to UML class diagrams. This restriction is justified 

by the fact that our interfaces will be used uniquely to detect FIs at a high 

abstraction level. These interfaces do not reflect necessarily the 

implementation structures of WSs, while UML class diagrams can be 

used to model implementations, and hence may need to be closely 

associated to implementations structures. 

Interfaces do not give any information on how WSs behave. In the 

above three examples, the behaviors were indicated for information, they 

are not described in the objects. In the remainder of Section 4, we show 

how WSs have their behaviors modeled at a high abstraction level by the 

Use-Modify formalism.  

4.2. Introduction to the Use-Modify Formalism 

A method is said active if its execution modifies (sometimes or 

always) the value of some attribute (of any object). An object is said 

active if it contains an active method or a complex attribute which is an 

active object. A basic attribute cannot be active. A method or object is 

said passive if it is not active. Intuitively, an active object is an object 

that permits to modify some attribute (of any object). Let active access to 

an attribute mean an access that modifies the attribute. Hence, we 

categorize accesses in two actions: “use” and “modify” which will be 

characterized by various “intensities”. Let us first consider the “use” of 

the action:  

- “use!” means “has always access to”. 
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- “use?” means “has sometimes access to”; by sometimes, we mean 

under some specified or  unspecified conditions which happen to 

be true (i.e. the conditions cannot be always false). 

- “use%” means “has never access to”. 

-  “use#” means “has maybe access to”, i.e., we do not know if there 

is an access. 

In the same way, the action “modify” is used with various 

“intensities” as “modify!”, “modify?”, “modify%” and “modify#”. The 

difference between “use” and “modify” is that “modify” corresponds to 

an active access, while “use” corresponds to an access which may be 

passive or active.  

To clarify particularly the semantics of “always”, “sometimes”, 

“maybe” and “never”, we detail below the different types of so-called 

Use-Modify relations (or UM-relations): 

  “L use! R” means that R is accessed each time and L is applied. 

  “L use? R” means that R is accessed in some (known or unknown) 

situation(s) where L is applied. Note that this case may 

include the following two cases: 

-  L has access to R in some situations not in all situations; 

-  L has access to R in all situations. 

  “L use% R” means that L never uses R. 

  “L use#  R” means that we suspect that L uses R, but we are not certain. 

  “L modify! R” strengthens “L use! R” by specifying that the access is 

active, i.e. R is modified each time L is applied. 

  “L  modify? R” strengthens “L use? R” by specifying that the access is 

active, i.e.  R is modified in some (known or unknown) situation(s) where 

L is applied. Note that this case may include the following two cases: 

- L modifies R in some situations not in all situations; 

- L modifies R in all situations. 

    “L modify% R” means that L never modifies R. 

    “L modify# R” means that we suspect that L modifies R, but we are 

not certain. 

Note that use# is less precise than use!, use? and use%, and modify# is 

less precise (we also say: weaker) than modify!, modify! and modify%. 

use# and modify# have been defined and we will show that if they can be 

deduced by some rules. Typically, a UM-relation “L use# R” is irrelevant 

(hence of that should be removed) so if we have one of its stronger UM-
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relations “L use! R”, “L use? R” or “L use% R”. In the same way, a UM-

relation “L modify# R” is irrelevant (so that should be removed) if we 

have one of its stronger UM-relations “L modify! R”, “L modify? R” or 

“L modify% R”. We will return to this aspect in Section 5.6.3. 

In the sequel, “!”, “?”, “%” and “#” are not written in some contexts 

where they are irrelevant. In this case, we write “use” to mean “use!”, 

“use?”, “use%” or “use#”, and we write “modify” to mean “modify!” or 

“modify?”, “modify%” or “modify#”. 

4.3. Well-formed UM-relations “L use R” and “L modify R” 

In this subsection, we still clarify more the semantic of UM-relations 

“L use R” and “L modify R” and we present restrictions on R and L that 

are necessary and sufficient to characterize a UM-relation as well-

formed. 

4.3.1. UM-relation “L use R” 

In a UM-relation “L use R”: 

- R can be a method m():  “L use m()” means that L calls m(); 

- R can be a basic attribute x:   “L use x” means that L reads or 

changes the value of x. 

- R can be a complex attribute, i.e. R is an object which may have its 

own (basic and complex) attributes and/or methods: 

“L use R” means that L uses one or more of the attributes or 

methods of R. 

In the above three cases, we have the actions “calls”, “reads or 

changes” and “uses”, respectively. We refer to any of these actions by 

“action on R”. The 3 cases are generic since we have “use” without !, ?, # 

or %. Let us see what we obtain if we replace the generic “use” by use!, 

use?, use# or use? : 

- With use! : we have to characterize the action on R by “always”, 

- With use? : we have to characterize the action on R by 

“sometimes”, 

- With use#: we have to characterize the action on R by “maybe”, 

- With use%: we have to characterize the action on R by “never”. 

Let us now see the conditions on L in a UM-relation “L use R”: 

- L can be a method p(): the action on R is realized by the execution of 

p(). 
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- L can be a complex attribute: there are two possible situations: 

- L has a method that realizes the action on R; 

- L has a complex attribute that realizes the action on R. 

- L cannot be a basic attribute: indeed, a basic attribute can uniquely 

be read and modified. 

4.3.2. UM-relation “L modify R” 

A difference with “L use R” is that in “L modify R”, R cannot be a 

method, because it is a nonsense to modify a method. The latter can 

uniquely be called (i.e. used). Hence, in a UM-relation “L modify R”: 

- R cannot be a method m():  a method can only be used (by calling it); 

- R can be a basic attribute x:   “L modify x” means that L changes the 

value of x. 

- R can be a complex attribute, i.e. R is an object which may have its 

own (basic and complex) attributes and/or methods: 

   “L modify R” means that L modifies one or more of the attributes 

or methods of R. 

In the above two “can be” cases, we have the actions “changes” and 

“modifies”, respectively. We refer to any of these actions by “active 

action on R”. The 2 cases are generic since we have “modify” without !, 

?, # or %. Let us see what we obtain if we replace the generic “modify” 

by modify!, modify?, modify# or modify? : 

- With modify! : we have to characterize the active action on R by 

“always”, 

- With modify? : we have to characterize the active action on R by 

“sometimes”, 

- With modify#: we have to characterize the active action on R by 

“maybe”, 

- With modify%: we have to characterize the active action on R by 

“never”. 

The conditions on L in a UM-relation “L modify R” are the same 

conditions identified for “L use R” in Subsection 4.3.1. 

 Definition 4.1 (Well-formed UM-relation) A UM-relation “L use R” 

(resp. “L modify R”) is said well-formed if it respects the conditions of 

Subsection 4.3.1 (resp. 4.3.2). 
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4.4. Examples of UM-models 

Example 4: Here are some UM-relations that can be derived from the 

literal descriptions in Examples 1, 2, 3 of Section 4.1: 

Approver (of example 1): 

M1: Approver.approve() modify! Approve.amount // approve()  

// sets amount by a value received as input argument 

M2: Approver.approve() modify? Approver.rate //approve() computes  

   //rate if loan accepted 

Assessor (of example 2): 

M3:  Assessor.assess()  modify!  Assessor.amount // assess() sets amount  

// by a value received as input argument 

M4:  Assessor.assess()  modify!  Assessor.risk   // assess() computes the  

//risk 

M5:  Assessor.assess() modify? Assessor.rate     //assess() computes the  

    //rate if the risk is low 

Lender (of example 3): Since Lender is composed of Approver and 

Assessor, its model contains the UM-relations M1-M5. Additional UM-

relations are necessary to model the coordination of Approver and 

Assessor by Lender. Here are examples of such additional UM-

relations: 

M6:  Lender  use! Lender.quote()         // Lender starts by the execution of  

  //its method quote() 

M7:  Lender.quote() modify! Lender.amount  // quote() sets amount by a  

//value received as input argument  

M8:  Lender.quote() use? Approver.approve()  // quote() calls approve()  

// if amount ≥ 10000 or if assess() refuses the loan 

M9:  Lender.quote() use? Assessor.assess()       // quote() calls assess() if  

    // amount < 10000 

Example 5: Let us use the benchmark of 
[13]

 to present other examples 

of use? and modify?.  Examples 5, 6 and 7 of this benchmark are related 

to accessing the user profile. We consider a WS Supplier that needs to 

have access to user profiles. We assume that each profile contains two 

parts: a confidential part and a public part. The two parts can be read and 

modified by the profile of the owner. The confidential part can also be 

read by some trusted entities, while the public part can be read by anyone. 

All what concerns a user is represented as an object User with an 

attribute profile. The latter represents the user profile which is itself an 
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object with two attributes conf and pub, for the confidential and public 

parts respectively. Here are some UM-relations  

where Supplier is a trusted or untrusted supplier. 

N1: Supplier use? User.profile   // Supplier can read profile with the  

// following restriction:  Supplier can read the confidential 

//part only if he is trusted. 

N2:   Supplier modify%  User.profile           // Supplier cannot modify  

//profile 

N3:   Supplier use?  User.profile.conf           // Supplier can read conf  

//only if he is trusted 

N4:   Supplier modify%  User.profile.conf    // Supplier cannot modify  

//conf 

N5:   Supplier modify%  User.profile.pub    // Supplier cannot modify  

// pub 

4.5. Conditions Associated to UM-Relations 

In a UM-relation “L x R”, we may specify conditions as follows:  

L  x  R : [condition1, condition2, …] 

 

Consider for example a WS Supplier to which an order can be sent, 

e.g., by calling its method order()). Supplier can itself call the order() 

method of another supplier of the same class SUPPLIER. This is 

specified by the UM-relation “Supplier.order() use?  

SUPPLIER.order()”. Assuming a supplier does not call its own order() 

method, we associate to this UM-relation a condition stating that 

SUPPLIER does not comprise Supplier. Formally: 

       Supplier.order()  use?  SUPPLIER.order() : [SUPPLIER ≠ 

Supplier]. 

 

This condition will be reconsidered in the example of Section 7.1. 

Conditions can also be useful in a UM-relation with “use?” or 

“modify?” to justify why we have not “use!” or “modify!” in the 

considered UM-relation. Consider for example a supplier who accesses 

some information in the profile of a customer only if he is authorized. 

This can be modeled as follows: 

Supplier  use?  profile : [Supplier.authorized = true]. 
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This kind of condition will be used to define a FI pattern, namely Pattern 

4 of Section 6.3. It will be illustrated by an example in Section 7.5. 

5. Logical Rules of Use-Modify Language 

To make UM-modeling applicable in a rigorous way, we provide in 

this section a set of logical rules that can be used in the phase of 

construction of UM-relations modeling a WS or several interacting WSs. 

We will consider three types of rules: 

- implication UM-rules: they permit to deduce a new UM-relation 

from an existing UM-relation; 

- fusion UM-rules: they permit to deduce a new UM-relation from two 

existing UM-relations; 

- contradiction UM-rules: they permit to identify incompatible UM-

relations. 

Let us first give in Section 5.1 fundamental rules from which the three 

types of UM-rules will be synthesized in Sections 5.2-5.4. By 

fundamental, we mean that the rules of Section 5.1 are based on general 

logical statements; they do not refer directly to UM-relations. Sections 

5.5-5.6 are related to soundness and completeness of the fundamental and 

UM-rules. Section 5.7 illustrates the use of UM-rules. 

5.1. Fundamental rules 

The objective of this subsection is to identify a set of fundamental rules 

that specify: 

- links between “use” and “modify” (R1, R2); 

- links between  “always”, “sometimes” and “never (R3-R5); 

- How “use” can be combined with other actions by transitivity (R6-

R9). 

Note that these rules are not specified formally because their 

objective is to present fundamental principles which will justify the 

formal rules of Sections 5.2-5.4. 

5.1.1. Links between “use” and “modify” 

The action “use” refers to any active or passive access. That is, “L uses 

R” means that L has an access to R which may or may not modify the 

state of R. The action “modify” is an active “use”, i.e. “L modifies R” 
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means that L has a particular use of R that modifies its state. Hence, L 

can modify R only by using it, or in other terms, L cannot modify R if L 

does not use R. therefore we have the following two rules R1 and R2 

which are in fact equivalent: 

R1 : “L modifies R” implies “L uses R”;  

R2 : “L does not use R” implies “L does not modify R”. 

5.1.2. Links between “always”, “sometimes” and “never” 

In Section 4.2, we have explained our exact semantics of “always”, 

“sometimes”, “never” and “maybe”, from which the following rules R3-

R5 can be easily understood. Note that “maybe” does not intervene in 

these rules; this is because our semantics of “maybe” is too coarse and 

corresponds to a “don’t know” situation. 

R3 : “L always makes an action A” implies “L sometimes makes A”; 

R4 : “L never makes an action A” and “L sometimes makes A” are 

contradictory; 

R5 : “L never makes an action A” and “L always makes A” are 

contradictory. 

5.1.3. Combining “use” with other actions by transitivity 

Consider actors U, L and R, such that U always applies an action A to 

R. Our semantics of “always” (Section 4.2) means that each time U is 

used, it inevitably applies the action A to R. Consider the following two 

cases: 

- Assume that L sometimes uses U, i.e. there is at least one case where 

L uses U.  Hence, we deduce logically that there is at least one case 

where L applies the action A to R, i.e. L sometimes applies the action 

A to R. This leads to rule R6 below. 

- Assume that L always uses U, i.e. each time L is used, it uses U. 

Hence, we deduce logically that each time L is used it applies the 

action A to R, i.e., L always applies the action A to R. This leads to 

rule R7 below. 

Assuming that U always applies the action A to R: 

R6: “L sometimes uses U” implies “L sometimes applies A to R”; 

R7: “L always uses U” implies “L always applies A to R”. 
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Consider now actors U, R and L, such that U sometimes applies an 

action A to R. Our semantics of “sometimes” (Section 4.2) means that 

there is at least one case where U applies the action A to R. Consider the 

following two cases: 

- Assume that L sometimes uses U, i.e. there is at least one case where 

L uses U.  We cannot deduce anything about the application of A by 

L, for the following reason: the cases where U applies A to R are not 

necessarily the cases where L uses U. Hence, we can only deduce 

that L maybe applies action A to R, which corresponds to rules R8. 

- Assume that L always uses U, i.e. each time L is used, L uses U. We 

cannot deduce anything about the application of A by L, for the 

following reason: the cases where U applies A to R are not 

necessarily the cases where L is used. Hence, we can only deduce 

that L maybe applies action A to R, which corresponds to rules R9. 

Assuming that U sometimes applies the action A to R: 

R8: “L sometimes uses U” implies “L maybe applies A to R”; 

R9: “L always uses U” implies “L maybe applies A to R”. 

5.1.4. Recapitulation of the fundamental rules R1-R9 

R1 : “L modifies R” implies “L uses R”. 

R2 : “L does not use R” implies “L does not modify R”. 

R3 : “L always makes an action A” implies “L sometimes makes A”. 

R4 : “L never makes an action A” contradicts “L sometimes makes A”. 

R5 : “L never makes an action A” contradicts “L always makes A”. 

   Assuming that U always applies an action A to R: 

R6: ”L sometimes uses U” implies “L sometimes applies A to R”; 

R7: “L always uses U” implies “L always applies A to R”. 

   Assuming that U sometimes applies an action A to R: 

R8: “L sometimes uses U” implies “L maybe applies A to R”; 

R9: “L always uses U” implies “L maybe applies A to R”. 

From R1-R9, we define in Sections 5.2-5.4 three types of specific UM-

rules (i.e. rules on UM-relations): implication UM-rules, fusion UM-

rules, and contradiction UM-rules. These UM-rules are identified in the 

form In, Fn and Cn, respectively, and also in a mnemonic form R[…] that 

may help to guess the statement of each rule. 
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5.2. Implication UM-Rules 

In this subsection, we present implication UM-rules, i.e. we identify 

cases where a UM-relation implies another UM-relation. The implication 

UM-rules I1-I5 below are deduced from Rules R1-R3 of Section 5.1. More 

precisely: 

- I1 and I2 are the translations of R1 into UM-rules by characterizing the 

actions by “always” and “sometimes”, respectively. 

- I3 and I4 are the translations of R3 into UM-rules by using the actions 

“modify” and “use”, respectively. 

- I5 is the translation of R2 into UM-rule. 

The condition associated to I5 is required to guarantee that the derived 

“L modify%” is well-formed assuming that “L use%” is well-formed. 

This condition is necessary because the “well-formed” constraints of “L 

use% R” (in Subsection 4.3.1) are weaker than the “well-formed” 

constraints of “L modify%” (in Subsection 4.3.2). The UM-rules I3-I4 

do not require conditions because the “well-formed” constraints of their 

left members are the same as the “well-formed” constraints of their right 

members. The UM-rules I1-I2 do not require conditions because the 

“well-formed” constraints of their left members are stronger than the 

“well-formed” constraints of their right members. 

I1 : R[m!=>u!]:      “L modify!  R”   =>   “L use! R” 

I2 : R[m?=>u?]:     “L modify?  R”  =>   “L use? R” 

I3 : R[m!=>m?]:    “L  modify!  R”    =>   “L  modify?  R” 

I4 : R[u!=>u?]:       “L  use!  R”    =>   “L  use?  R” 

   Assuming that the conditions of Section 4.3.2 are respected by L and R: 

I5 : R[u%=>m%]:  “L use% R”    =>   “L modify% R” if 

the condition of  

5.3. Fusion UM-Rules 

In this subsection, we present fusion UM-rules, i.e. we identify cases 

where two UM-relations derive another UM-relation. The fusion rules 

F1-F4 below are deduced from Rules R6-R7 of Section 5.1.3 as follows: 

- F1 is the translation of R7 into UM-rule by taking action A as “use 

R”,  

- F2 is the translation of R6 into UM-rule by taking action A as “use 

R”, 
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- F3 is the translation of R7 into UM-rule by taking action A as 

“modify R”. 

- F4 is the translation of R6 into UM-rule by taking action A as 

“modify R”, 

 The UM-rules F5-F8 below are deduced by combining I1-I2 and F1-F4 

as follows: 

- F5 is deduced from I1 and F1,  

- F6 is deduced from I2 and F2,  

- F7 is deduced from I1 and F3,  

- F8 is deduced from I2 and F4. 

F1 : R[u!u!=>u!]:  “L  use!  U”  and    “U  use!  R”   =>    

“L  use!  R” 

F2 : R[u?u!=>u?]:  “L  use?  U”  and    “U  use!  R”   =>    

“L  use?  R” 

F3 : R[u!m!=>m!]: “L  use!  U”  and    “U  modify!  R”   =>    

“L  modify!  R” 

F4 : R[u?m!=>m?]: “L  use?  U” and    “U  modify!  R” =>    

“L  modify?  R” 

F5 : R[m!u!=>u!]: “L  modify!  U”  and    “U  use!  R”    =>     

“L  use!  R” 

F6 : R[m?u!=>u?]:  “L  modify?  U”  and    “U  use!  R” =>     

“L  use?  R” 

F7 : R[m!m!=>m!]: “L  modify!  U”  and    “U  modify!  R”  =>     

“L  modify!  R”  

F8 : R[m?m!=>m?]: “L  modify? U”   and    “U  modify!  R” =>     

“L  modify?  R” 

 

The UM-rules F9-F12 below are deduced from R8-R9 of Section 5.1.3 

as follows: 

- F9 is the translation of R9 into UM-rule by taking action A as “use 

R”,  

- F10 is the translation of R8 into UM-rule by taking action A as “use 

R”, 

- F11 is the translation of R9 into UM-rule by taking action A as 

“modify R”, 

- F12 is the translation of R8 into UM-rule by taking action A as 

“modify R”. 
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Note that F9 and F11 can also be deduced as follows: 

- F9 is deduced from I4 and F10,  

- F11 is deduced from I4 and F12. 

We have also the UM-rules F13-F16 which can be deduced as follows:  

- F13 is deduced from I1 and F9,  

- F14 is deduced from I2 and F10, 

- F15 is deduced from I1 and F11,  

- F16 is deduced from I2 and F12. 

Note that F13 and F15 can also be deduced as follows: 

- F13 is deduced from I3 and F14,  

- F15 is deduced from I3 and F16. 

F9 : R[u!u?=>u#]:    “L  use!  U”    and   “U  use?  R” =>     

“L  use#  R”  

F10 : R[u?u?=>u#]:      “L  use?  U”  and    “U  use?  R”=>     

“L  use#  R” 

F11 : R[u!m?=>m#]:  “L  use!  U”   and   “U  modify?  R”  =>    

“L  modify#  R” 

F12 : R[u?m?=>m#]:  “L  use?  U” and    “U  modify?  R”   =>     

“L  modify#  R” 

F13 : R[m!u?=>u#]:   “L  modify!  U”  and   “U  use?  R”  =>     

“L  use#  R”  

F14 : R[m?u?=>u#]:  “L  modify?  U”  and    “U  use?  R”    => 

“L  use#  R” 

F15 : R[m!m?=>m#]: “L  modify!  U”  and   “ U  modify?  R”  =>    

“L  modify# R” 

F16 : R[m?m?=>m#]: “L  modify?  U”  and   “U  modify?  R”  =>    

“L  modify# R” 

5.4. Contradiction UM-Rules 

In this subsection, we present contradiction UM-rules, i.e. we identify 

pairs of UM-relations which are incompatible (or mutually exclusive) 

with each other. A UM-model containing pairs of incompatible UM-

relations is inconsistent and hence may be a symptom of FI. The four 

contradiction UM-rules C1-C4 below are deduced from Rule R4-R5 of 

Section 5.1.2 as follows: 

- C1 is the translation of R4 into UM-rule, by taking action A as 

“modify R”, 
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- C2 is the translation of R4 into UM-rule, by taking action A as “use 

R”, 

- C3 is the translation of R5 into UM-rule, by taking action A as 

“modify R”, 

- C4 is the translation of R5 into UM-rule, by taking action A as “use 

R”. 

Note that C3 and C4 can also be deduced as follows: 

- C3 is implied from I3 and C1,  

- C4 is implied from I4 and C2. 

We have also the UM-rules C5-C6 which can be deduced as follows:  

- C5 is implied from I5 and C1 and from I2 and C2,  

- C6 is implied from I5 and C3, I1 and C4, also from I3 and C5. 

    C1 : R[m? ≠ m%]:  “L modify? R” and “L modify% R”  => 

 Incompatibility 

C1 : R[m? ≠ m%]:  “L modify? R”   and “L modify% R”  =>                           

 Incompatibility 

C2 : R[u? ≠ u%]:    “L use? R”    and “L use% R”  =>

 Incompatibility 

C3 : R[m! ≠ m%]: “L modify! R”   and   “L modify% R”  => 

 Incompatibility 

C4 : R[u! ≠ u%]:    “L use! R”   and   “L use% R”  => 

 Incompatibility 

C5 : R[m? ≠ u%]:  “L modify? R”   and   “L use% R”  => 

 Incompatibility 

C6 : R[m! ≠ u%]:   “L modify! R”   and   “L use% R”  => 

 Incompatibility 

5.5. Soundness and Completeness Results 

Note that R1-R3, R6-R9, I1-I5 and F1-F16 derive new UM-relations from 

existing UM-relations, while R4-R5 and C1-C6 detect incompatibilities 

between UM-relations. We will use the symbol wrt for “with regard to”. 

We will also use “logically” to mean “by using reasoning based on 1
st
-

order logic. 

Proposition 5.1 (Preservation of “well-formed”) Each of the UM-

rules I1-I5 and F1-F16 derives a well-formed UM-relation when its left 

hand side member (one or two UM-relations) is well-formed. (Well-

formed is defined in Section  4.3.). 
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Definition 5.1 (Soundness): Consider a set R of rules applicable to 

UM-relations. R is said sound (implicitly wrt 1
st
-order logic), if for every 

set K of UM-relations, all UM-relations and incompatibilities between 

UM-relations that can be deduced by R from K  can also be deduced 

logically. Intuitively, soundness of R is that R is a subset of the 1
st
-order 

logic. 

Definition 5.2 (Completeness wrt rules): Consider two sets F and R of 

rules applicable to UM-relations. R is said complete wrt F, if for every set 

K of UM-relations, all UM-relations and incompatibilities between UM-

relations that can be deduced by F from K  can also be deduced by R. 

Intuitively, completeness of R wrt F is that F is a subset of R. 

Definition 5.3 (Completeness): Consider a set R of rules applicable to 

UM-relations. R is said complete if it is complete wrt 1
st
-order logic. 

Intuitively, R is complete if it implies all the UM-relations and 

incompatibilities between UM-relations that can be implied logically (i.e. 

by 1
st
-order logic). 

Proposition 5.2 (Soundness): The set of UM-rules {I1-I5, F1-F16, C1-

C6} is sound. 

Proposition 5.3 (Completeness wrt R1-R9): The set of UM-rules {I1-I5, 

F1-F4, F9-F12, C1-C2} is complete wrt R1-R9. 

5.6. Discussion  

5.6.1. Relation of soundness and completeness with FI detection  

Soundness is stated in Proposition 5.2 for {I1-I5, F1-F16, C1-C6}, while 

Proposition 5.3 states completeness of only a subset of {I1-I5, F1-F16, C1-

C6}. The question is:  

Why soundness and completeness are not stated for the same set of UM-

rules ?   

Or more precisely:  

Why soundness is stated for {I1-I5, F1-F16, C1-C6} while it can be stated 

for the subset {I1-I5, F1-F4, F9-F12, C1-C2} which is proved to be sound 

and complete ? 

Our answer is developed in the following paragraph. 

In fact, we can use uniquely the set of UM-rules {I1-I5, F1-F4, F9-F12, 

C1-C2} and base our FI detection on this set. The problem is that we have 
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realized by experience that the UM-rules I1-I5 may imply much more 

UM-relations than what is necessary for our FI detection. Hence, there is 

the risk to undermine significantly the efficiency of our FI detection 

procedure. By combining the results of Sections 5.3-5.4, it is easy to see 

that F5-F8, F13-F16 and C3-C6 are implied by combining I1-I5 with {F1-F4, 

F9-F12, C1-C2}. Interestingly, we have realized by experience that I1-I5 are 

indeed relevant for our FI detection only to be combined with {F1-F4, F9-

F12, C1-C2} to derive what can be derived by the missing UM-rules F5-F8, 

F13-F16 and C3-C6. Our strategy is therefore to adapt the complete set {I1-

I5, F1-F4, F9-F12, C1-C2} by removing I1-I5 and adding F5-F8, F13-F16 and 

C3-C6. We obtain {F1-F16, C1-C6} which is the set of UM-rules which are 

used for our FI detection. Intuitively, this is equivalent to using the 

complete set {I1-I5, F1-F16, C1-C6}, but by applying I1-I5 only to derive 

UM-relations which may be relevant for our FI detection. 

5.6.2. About soundness of R1-R9 

Completeness stated by Proposition 5.3 is wrt R1-R9. Intuitively, every 

UM-relation and incompatibility between UM-relations that is implied 

from R1-R9 can also be implied from {I1-I5, F1-F4, F9-F12, C1-C2}. A 

question that arises is: Is {I1-I5, F1-F8, C1-C4} complete (Def. 5.3) ?  The 

answer to this question is Yes if R1-R9 is complete. Hence, another 

question that arises is: Is R1-R9 complete ?  At the present time, we have 

not a formal answer to this question, but it is worth noting that our 

development of R1-R9 has been dictated by the desire to obtain a sound 

set of rules which is as much complete as possible. Let us give some 

explanations to clarify this aspect. Recall that UM-relations are based on: 

1) actions “use” and “modify”, and  

2) characterizing each action by “always”, “sometimes”, “never” or 

“maybe”. 

The development of R1-R9 has been dictated as follows: 

- R1-R2 are related to point 1: they targets to specify as much as possible 

the distinction between actions “use” and “modify”. 

- R3-R5 are related to point 2: they target to specify as much as possible 

the distinction between “always”, “sometimes” and “never”. 

“maybe” is not considered because it is a too coarse information 

which does not permit any deduction. 

- R6-R9 target to derive logically new UM-relations by combining 

existing UM-relations. 
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  R6-R7 consider the cases where an action is followed by “use!” or 

“modify!”, while R8-R9 consider the cases where an action is 

followed by “use?” or “modify?”. 

 The two cases are distinguished because R8-R9 are too coarse since 

they imply a  

UM-relation with an action “use#” or “modify#” (see Section 5.1.3). 

5.6.3. Utility of use# and modify# 

One may wonder why “maybe” characterization (use#, modify#) has 

been used although it represents a too coarse information. In fact, a UM-

relation “L x# R” (where x is “use” or “modify”) is clearly irrelevant if 

there exists a UM-relation with the same L, R and x, but where x is 

characterized by !, ? or % instead of #. For example, “A use# B” is 

irrelevant if we have “A use? B”, “A use! B” or “A use% B”. Otherwise, 

we will see in  Sect. 6 that “L x# R” may be relevant in FI detection to 

model a suspected FI. 

5.7. Example of Using UM-rules to Derive new UM-Relations 

Example 6: Consider Example 4 of Sect. 4.4 and apply some UM-rules to 

the UM-relations M1-M9. We obtain the following UM-relations that 

enrich the UM-model of Lender. 

Applying F3  to M6 and M7 :  Lender modify! Lender.amount 

Applying F4   to M8 and M1 :  Lender.quote() modify? Approver.amount 

             to M9 and M3 :  Lender.quote() modify? Assessor.amount 

Applying F9  to M6 and M8 :  Lender use# Approver.approve() 

             to M6 and M9 :   Lender use# Assessor.assess() 

Applying F4  to M9 and M4 :  Lender.quote() modify? Assessor.risk 

Applying F12 to M8 and M2 :  Lender.quote() modify# Approver.rate 

             to M9 and M5 :   Lender.quote() modify# Assessor.rate 

 

In this example, the suspected accesses (use#, modify#) deduced from 

F9 and F12 are effective, hence we have a more accurate model if we 

replace “use#” by “use?” and “modify#” by “modify?”. We have not 

shown the influence of conditions in the application of rules; we will 

illustrate their influence in FI detection in Sects. 7.1 and 7.5.  
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6. FI Detection Method Based on UM-Relations 

As already mentioned, there exist many FI detection methods with a 

high power of detection, but which are prone to state space explosion. In 

this section, we propose an FI detection method that reduces this problem 

while keeping an acceptable power of FI detection. The approach is off-

line and consists in detecting FIs in a WS during its design (from scratch 

or by composing existing WS). More precisely, the approach consists in 

constructing a UM-model of the WS under design, and then in analyzing 

such a UM-model to detect FI patterns which correspond to symptoms of 

FI. The designer is informed about each detected symptom and should 

check if it corresponds to an effective FI. This necessity of the 

intervention of the designer implies that the FI detection procedure is not 

completely automatic. This is the price to pay to reduce the state space 

complexity. 

The proposed FI detection method consists of three steps.  The first 

step is to construct a UM-model of the WS under design. The second step 

is to check if the UM-model is well-formed (i.e. all its UM-relations are 

well-formed) and to enrich it. The third step is to analyze the UM-model 

to detect symptoms of FIs. The three steps are presented in Sections 6.1-

6.3 respectively. 

Definition 6.1 (F-relevance) A pair of UM-relations is said F1-8-

relevant if it can be a left hand side member of a fusion UM-rule of F1-F8. 

A pair of UM-relations is said F9-16-relevant if it can be a left hand side 

member of a fusion UM-rule of F9-F16. 

6.1. Step 1: UM-Model Construction 

Let S be the WS under design. The first step can be skipped if the 

UM-model of S already exists and is given as input to the second step 

(Section 6.2). Otherwise, we have the following two different cases, 

which are presented in Sections 6.1.1 and 6.1.2.  

respectively: 

- S is designed from scratch, .i.e. S is a feature (see Sect. 4.1) ; 

- S is designed by composing several given WSs S1, S2, …, Sn. 
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6.1.1. Step 1 when S is designed from scratch 

We consider that the designer has defined on paper the UM-model of 

S. The first level of the model is an interface model (Section 4.1) which 

consists of a class with empty methods. Since S is a feature (basic WS), 

the attributes of the class are basic. The second level is a UM-model 

consisting of UM-relations “L x R”, where L and R are object(s) of the 

class defined in the first level, or attributes or methods of that object(s), 

as shown in Sections 4.2-4.5. The designer edits the UM-model, for 

example with any text editor or some UM-editor which is specifically 

designed to edit interactively UM-models. 

6.1.2. Step 1 when S is designed by composing WSs S1, S2, …, Sn 

We consider that UM-models S1, S2, …, Sn are given as inputs of Step 

1, for example in text files. The designer has access to these UM-models, 

for example with any text editor or some specific UM-editor. With the 

available editor, the designer has to construct a UM-model which merges 

the UM-models of S1, S2, …, Sn. Some treatments may have to be done in 

the obtained UM-model. Typically, a treatment consists in removing, 

adding and/or replacing a UM-relation. The treatment is for example used 

to model the coordination of the composed WSs. The result of merging 

and treatment is the UM-model of S. To understand the necessity of 

treatment, consider for example the composition of two WSs S1 and S2 by 

choreography. Each of S1 and S2 may have to call methods of the other 

one. Hence, the composition of S1 and S2 may require that the designer 

applies some modifications to S1 and/or S2 by removing, adding and/or 

replacing some UM-relation(s). The modified UM-relations should be 

indicated (e.g. by a flag), because the modifications may be a cause of FI 

and thus should be considered in the phase of FI detection (in Section 6.3, 

Step 3, Pattern 3). 

6.2. Step 2: Verifying that the UM-Model of S is well-formed and 

Enriching it 

This step is divided in the following three substeps which will be 

explained and justified in their corresponding sections: 

- Substep 2a: checking if each UM-relation of the UM-model is well-

formed, as specified in Section 4.3; 
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- Substep 2b: enriching the UM-model by applying the UM-rules F1-F8 

of Sections 5.3; 

- Substep 2c: enriching the UM-model by applying the UM-rules F9-

F16 of Sections 5.3. 

Substeps  2b and 2c are used separately, because F9-F16 derive UM-

relations with actions use# and modify# and require a specific treatment 

as explained in Section 5.6.3. 

Substeps 2a-2c will be illustrated by the following example of UM-

model, where the UM-relations are identified by ri, m() is a method, and v 

is a basic attribute: 

 

 r1 :   U   use!          V 

 r2 :   U   use%        V 

 r3 :   V   modify!   W 

 r4 :   U   modify% W 

 r5 :   X    use?        U 

 r6 :   W  use?         Z 

 r7 :   X    use!         Z  

 r8 :   L    modify?   m() 

  r9 :   v    use!          R 

6.2.1. Substep 2a: verifying if all UM-relations are well-formed 

The constraints specified in Section 4.3.1 are checked for each UM-

relation “L use R”, and the constraints specified in Section 4.3.2 are 

checked for each UM-relation “L modify R”. At the end of the procedure 

(outlined below), the returned set X contains all UM-relations detected as 

non-well-formed. We consider that the subsequent steps cannot be 

executed while the returned X is not empty. Hence, when X is not empty, 

the designer must correct the non-well-formed UM-relations and re-

execute Substep 2a until the returned X is empty. As in Step 1 (Section 

6.1.2), the correction should be indicated (e.g. by a flag), because it may 

be a cause of FI and thus should be considered in the phase of FI 

detection (in Section 6.3, Step 3, Pattern 3). 

Procedure to  find the non-well-formed UM-relations 

Input:   R = set of UM-relations obtained after Step 1 

Result:  X = set of non-well-formed UM-relations of R 

BEGIN 
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    X := empty set 

    for each UM-relation A of  R : 

     |   if (A is non-well-formed) 

     |   |insert A in X I have not used “move A to X” because I do not want 

to remove A from R 

     |   end-if 

    end-for 

    return X 

END 

For our example, the UM-rule r8 is non-well-formed because in “L 

modify R”, R can be a basic or complex attribute, it cannot be a method 

(see Section 4.3.2). A method is used (by calling it), it cannot be 

modified. Another non-well-formed UM-rule is r9 because in “L x R”, L 

cannot be a basic attribute; the latter can be used or modified, it cannot 

use or modify. We consider here that the adopted solution is to remove 

the non-well-formed r8 and r9. This may require adapting the WS S under 

design. 

6.2.2. Substep 2b: enriching the UM-model by applying F1-F8 

In Section 5.6.1, we have explained why we will use only the set of 

UM-rules {F1-F16, C1-C6}. In fact, the present substep 2b uses F1-F8, 

while substep 2c uses F9-F16. The UM-rules C1-C6 will be used in Step 3, 

more precisely in Pattern 5 of Section 6.3. 

The UM-model R of S is enriched “maximally” by synthesizing all 

the new UM-relations that are implied by the UM-rules F1-F8. By 

“maximally”, we mean “iteratively until no new UM-relation is derived”. 

This can be realized by a fix-point method which iterates the UM-rules 

F1-F8  until no new UM-relation is generated. The method converges 

because of the finite numbers of rules (F1-F8) and actions (use!, use?, 

use%, modify!, modify?, modify%). The structure of the iterative method 

is shown below. 

Explanations of the procedure below: Its input R is the current set of 

UM-relations. Its result is an enriched R, i.e. R with additional UM-

relations derived by applying fusion UM-rules F1-F8. F contains the set of 

F1-8-relevant pairs of UM-relations of R which have not yet been treated 

as a left hand side member of a fusion UM-rule to derive a new UM-

relation. Hence, F is initialized as the set of all F1-8-relevant pairs of UM-
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relations of R. The simplest approach to construct F consists in 

considering every UM-relation A of R and comparing it with every other 

UM-relations B of R to determine if the pair (A, B) is the left hand side 

member of a fusion UM-rule in F1-F8. If yes, the pair is inserted in F. The 

while-loop generates all the new UM-relations that can be derived by 

applying the UM-rules F1-F8 to the pairs of UM-relations of F. At each 

while-iteration, we select some pair  of F, and the objective is to apply 

the fusion UM-rule F that has  as left hand side member. Let B be the 

UM-relation derived by F. If B is not already in R, it is inserted in R 

(because R must contain all derived UM-relations). The for-loop consists 

in updating F by comparing B with every other UM-relation U of R and 

to insert the pair (B,U) in F if it is F1-8-relevant (to treat (B,U) in a 

subsequent while-iteration, as a left hand side member of a UM-rule to 

try to derive a new UM-relation). Then, the pair  is removed from F 

when it has been treated. 

Procedure to enrich the UM-model R by using F1-F8: 

Input:   R = set of UM-relations obtained after Substep 2a 

Result: Enriched R 

BEGIN 

    F := set of all F1-8-relevant pairs of UM-relations of R 

    while (F is not empty): 

     |   select some pair  of F 

     |   let F be the fusion UM-rule having  as left hand side member 

     |   let B be the UM-relation which is the right hand side member of F 

     |   if  (B is not in R) :  

     |    |     insert B in R 

     |    |     for every UM-relation U in R 

     |    |      |    if (B,U) is F1-8-relevant:  insert (B,U) in F 

     |    |     end-for 

     |   end-if 

     |   remove the pair  from F 

    end-while 

END 

For our example, the UM-relations r8 and r9 were removed in Step 2a 

and the UM-model  R after Substep 2a is { r1, …, r7}. The set of F1-8-

relevant pairs is F = {(r1, r3), (r5, r1)}. The two pairs of F are left hand 
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side members of UM-rules F3 and F2 respectively. Let us execute the 

procedure to this example. 

1
st
 iteration: by applying F3 to (r1, r3), the following new UM-relation 

r10 is derived: 

r10: “U  modify!  W” 

r10 is inserted in R; its addition implies the new F1-8-relevant pair (r5, r10) 

which is inserted to F. The treated pair (r1, r3) is removed from F. Hence, 

we obtain R = {r1, …, r7, r10} and F  

= {(r5, r1), (r5, r10)}. 

2
nd

 iteration: by applying F2 to (r5, r1), the following new UM-relation 

r11 is derived:   

r11: “X  use?  V”  

r11 is inserted in R; its addition implies the new F1-8-relevant pair (r11, r3) 

which is inserted in F. The treated pair (r5, r1) is removed from F. Hence, 

we obtain R = { r1, …, r7, r10, r11} and F = {(r5, r10), (r11, r3)}. 

3
rd

 iteration: by applying F4 to (r5, r10), the following new UM-relation 

r12 is derived:   

r12: “X  mod?  W” 

r12 is inserted in R; its addition implies no new F1-8-relevant pair. The 

treated pair (r5, r10) is removed from F. Hence, we obtain R = { r1, …, r7, 

r10, r11, r12} and F = {(r11, r3)}. 

4
th

 iteration: by applying F4 to from (r11, r3), the existing UM-relation 

r12 is derived. The treated pair (r11, r3) is removed from F which becomes 

empty, and hence the while-loop terminates. We obtain R = { r1, …, r7, 

r10, r11, r12}. 

6.2.3. Substep 2c: enriching the UM-model by applying F9-F16 

We proceed with a similar procedure as in Substep 2b, except that: 

- we consider  UM-rules F9-F16 instead of F1-F8; 

- every new derived UM-relation “L use# R” or “L modify# R” is 

removed if the UM-model of S contains a UM-relation  with the 

same L, R and x, but where x is characterized by !, ? or % instead 

of # (see Section 5.6.3). 

For our example, the set of UM-relations after Substep 2b is R = {r1, 

…, r7, r10, r11, r12}. The set of F9-16-relevant pairs is F = {(r3, r6)}, where 

(r3, r6) is a left hand side member of the UM-rule F13. Let us execute the 

procedure to this example. 
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1
st
 iteration: by applying F13 to (r3, r6), the following new UM-relation 

r13 is derived:  

r13: “V  use#  Z” 

r13 is inserted in R, its addition implies no new F9-16-relevant pair. The 

treated pair (r3, r6) is removed from F which becomes empty, and hence 

the while-loop terminates. R13 is not removed from R because R contains 

none of “V  use!  Z”, “V  use?  Z” and “V  use%  Z”. Hence, after Step 

2c we obtain R = { r1, …, r7, r10, …, r13}. 

6.3. Step 3: FI Detection 

Step 3 is the proper FI detection procedure. We have identified six FI 

patterns that represent symptoms (hence potentiality) of FIs. The 

procedure of Step 3 searches FI patterns in the UM-model R obtained in 

Step 2, and informs the designer about every detected FI pattern to draw 

his attention on the corresponding suspected FI. The designer should then 

react by making adequate verifications. The six identified FI patterns are 

presented below. For each FI pattern, we indicate a typical reaction of the 

designer to determine whether the FI is effective or not. 

Pattern 1. There exists a “reflexive” UM-relation “a() use!  a()” or “a() 

use?  a()” or “a() use# a()”, where a() is a method. This is a symptom 

of looping behavior which is illustrated by the example of Section 

7.1.  

Reaction of the designer: the designer should check whether there is 

an effective looping behavior with action a(): 

Pattern 2. There exist UM-relation(s) that “modify” and possibly “use” 

the same entity. That is, two or more UM-relations “K m R” and “L 

n R” are detected, where m is any “modify*” other than “modify%”, 

and n is any “use*” or “modify*” other than “use%” and “modify%”. 

This is a symptom of resource conflict or race condition which is 

illustrated by the examples of Sections 7.4, 7.7, 8.1, 8.2, 8.3. 

Reaction of the designer: the designer should check whether there 

exists an effective conflicting access to R. 

Pattern 3. There exist UM-relation(s) obtained (in Step 1 and/or Step 2a) 

by correcting (removing, adding and/or replacing) UM-relation(s) of 

S1, …, Sn. There is hence the possibility that an identified correction 

may violate requirements of S1, …, Sn the designer has in mind, 
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hence the potentiality of FI . This case is illustrated by the example 

of Sect. 7.2. 

Reaction of the designer: the designer should check whether the 

identified. 

 corrections violate requirements. 

Pattern 4. There exist UM-relation(s) with restrictions. By the generic 

term “restriction”, we mean any of the following two situations: 

- There exist UM-relations “L use? R” or “L modify? R” which are 

associated to specified conditions (Section 4.5). 

Reaction of the designer:  the designer should check that the 

specified conditions are respected. 

- There exist UM-relation(s) “L use% R” or “L modify% R”. 

Reaction of the designer: the designer should check that for every 

“L use% R”, R is effectively never used by L; and for every “L 

modify% R”, R is effectively never modified by L. 

The two sub-cases of Pattern 4 are illustrated in Section 7.5 with use? 

and modify%. 

Pattern 5. There exist incompatible UM-relations. We have actually two 

types of incompatibilities: 

- Two UM-relations “A use* p()” and “A use* q()”, where * may be 

“!” or “?”, and p() and q() are methods which are incompatible with 

each other. Here, we assume that in the UM-model R, the designer 

has specified pairs of incompatible methods.  

For example, this can be formally expressed as follows: for each 

method p() having incompatible methods, we specify the set {q1(), 

q2(), …} of methods which are incompatible with p() by:  

Incompatible[p()] = q1(), q2(), … 

This case is illustrated by the example of Section 7.3. 

- Two UM-relations which are incompatible by the contradiction 

UM-rules C1-C6 (Section 5.4). 

  Incompatibilities are symptoms of inconsistent behavior. 

Reaction of the designer:  the designer should check that any detected 

incompatibility really exists. 

Pattern 6. Forbidden UM-relation(s) are present or mandatory UM-

relation(s) are missing. Here, we assume that in the UM-model R, the 

designer has specified forbidden UM-relation and mandatory UM-

relations. For example, this can be formally expressed as follows: 
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Each mandatory (resp. forbidden) UM-relation is followed at its right 

by the keyword Mandatory (resp. Forbidden). This case is illustrated 

by the examples of Sections 7.2 and 7.6. 

Reaction of the designer: the designer should check whether the 

detected forbidden UM-relations really occur, and whether the 

missing mandatory UM-relations really do not occur. 

Note that we consider only FI detection and not FI resolution. As we 

have shown, when an FI is detected and reported to the designer, his 

reaction is to determine if the FI is effective. A further step (left for future 

work) is to determine how to correct the UM-model to eliminate the 

detected FIs. 

6.4. Results and Discussion on Computational Complexity 

The development of the UM-based FI detection method has been 

motivated by the desire to reduce state space explosion. The approach has 

been that instead of modeling a feature or WS exhaustively by 

representing many of its states and transitions, we model only certain of 

its behaviors and properties that are judged relevant. Those relevant 

behaviors and properties are in the form of UM-relations which 

themselves are based on objects and their attributes and methods. Two 

questions arise: 

a) How to identify relevant behaviors and properties? 

b) How to quantify the reduction of complexity by this approach?  

Point a) requires designers who have much experience in designing 

web services or more generally software services. The designers must 

also have a good knowledge of the specifications of the WS under design. 

We have used “designers” in the plural because we think that a good 

approach to guarantee a good estimation of relevant behaviors and 

properties is the well-known principle of diverse design. The principle is 

that the same specification of the WS under design is given to several 

teams who proceed independently to design different versions of UM-

models of the WS. Then, the resulting multiple versions are compared 

with each other to detect their differences. Finally, the teams discuss with 

each other to agree on a common UM-model. A good example of 

successful application of diverse design can be found in 
[36]

 for firewall 

design. 
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About Point b), we have studied the computational complexity of the 

three steps of FI detection (of Sections 6.1-6.3). The obtained results are 

given by the following proposition (its proof is in Section 10.4). 

Proposition 6.1 (Complexity of the three steps of FI detection): 

Let S1, …., Sn be the WSs to be composed and nbR1, …, nbRn be the sizes 

(i.e. numbers of UM-relations) of their respective UM-models. 

The computational complexity of Step 1 is in O(nbR1+…+nbRn). 

The computational complexity of Step2 is in O((nbR1+…+nbRn)
6
). 

The computational complexity of Step 3 is in O((nbR1+…+nbRn)
4
). 

In the case of a single WS (i.e., WS designed from scratch), the above 

results hold by taking a single nbR instead of a sum nbR1+…+nbRn. 

Let us discuss the results of Proposition 6.1 in comparison to the 

complexities obtained with more exhaustive models such as those based 

on automata. 

• The exponents 4 and 6 in some results of Prop. 6.1 may seem 

excessive, but it is worth noting that these are theoretical upper 

bounds which are very far from the concrete results we have obtained 

in real examples. The latter are not higher than O((nbR1+…+nbRn)
2
). 

Even in the theory, it may be impossible to reach complexity with 

exponents 4 and 6, because our complexity study has been quite 

permissive as it can be seen in the proof of Prop. 6.1. 

• About a basic WS, i.e. not composed of other WSs: with our 

experience, we expect that the size of an automaton modeling a basic 

WS should be at least 10 times higher than the size of a UM-model 

of such a basic WS. 

• About a complex WS, i.e. composed of several WSs: the sizes of the 

composed UM-models are summed, instead of being multiplied as it 

is the case with automata-based models. Such a multiplication is the 

main cause of the well-known state space explosion problem. 

7. Demonstration of FI Detection in the Benchmark of 
[13]

 and in 

an Example of 
[14]

 

Let us demonstrate our FI detection method in the examples of the 

benchmark of 
[13]

. The latter contains the case study of a fictitious virtual 
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bookstore on which is constructed a benchmark of eight FIs. The 

following individual WSs are defined: 

iPassport is an identity management WS that simplifies authentication 

with multiple 

 service providers. 

PayMe is a payment processing WS that allows payers to make secure 

payments online, and simplifies credit card processing for payees. 

ShipEx is a shipping WS that provides shippers with guaranteed 

delivery of product, and simplifies tracking of a shipment for shipees. 

Shark is a caching WS that improves performance by storing the results 

of previous requests. 

Then, three composite WSs Amazin, Supplier and Customer are 

constructed from the above individual WSs. Amazin is a virtual 

bookstore which relies on a number of Suppliers, and gives Customers 

access to its virtual catalog and the option to order books from the catalog 

through an Order Processing feature. 

7.1. Example 1 of 
[13]

: Called “OrderProcessing – OrderProcessing” 

The FI manifests itself by a blocking situation in the following way. 

An order is sent to Supplier1 (by calling a method order() of Supplier1) 

who forwards the order to Supplier2 (by calling a method order() of 

Supplier2) because his stock is empty. Then, Supplier2 in turn decides to 

forward the order to Supplier1 (by calling a method order() of Supplier1) 

because his stock too is empty too. Hence, we reach the blocking 

situation where each supplier is waiting the reception of the ordered book 

from the other supplier. Let us see how our FI detection method detects 

such FI. The UM-models of Supplier1 and Supplier2 contain respectively 

the following UM-relations with conditions, as seen in Section 4.5: 

   UM1: “Supplier1.order() use? SUPPLIER.order()” : [SUPPLIER not 

comprising Supplier1], 

   UM2: “Supplier2.order() use? SUPPLIER.order()” : [SUPPLIER not 

comprising Supplier2]. 

The UM-models models of Supplier1 and Supplier2 are composed 

(Step 1) and the resulting UM-model is enriched (Step 2). In Step 2c, the 

UM-rule F10 is applied to UM1 and UM2, but after setting SUPPLIER of 

UM1 and UM2 to Supplier2 and Supplier1, respectively; we obtain: 

UM1-UM2: “Supplier1.order()  use#  Supplier1.order()”. 
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Hence, FI pattern 1 is detected in Step 3. Note that this scenario can be 

generalized to a loop involving more than two suppliers: Supplier1 is 

waiting Supplier2 who is waiting Supplier3  … Supplierk who is waiting 

Supplier1. 

7.2. Example 2 of 
[13]

: Called “Caching – Process Payment” 

The FI manifests itself by the fact that, if an ordered book is in the 

cache (because it has been previously purchased), then the process 

payment is shortcut. Hence, the order is completed without payment. Let 

us see how our FI detection method detects such an FI. Supplier and 

Caching WSs are specified by a set of UM-relations. Consider a method 

completeOrder() which is called in Supplier when everything is ready to 

start payment and delivery processes. The payment process starts by 

calling a method pay(). A UM-relation which is particularly relevant in 

this example is: completeOrder() use!   pay() 

The UM-models of Supplier and Caching are composed (Step 1) and 

the resulting UM-model is enriched (Step 2). This example illustrates the 

situation where composing two WSs requires that the designer modifies 

the process payment of Supplier as explained above. The present 

composition has the effect to replace the call of a method pay() by a 

conditional call. Hence the above UM-relation is replaced by the UM-

relation completeOrder() use?   pay()”    (i.e., “use!” replaced by “use?”).  

Hence, FI pattern 3 is detected in Step 3. 

Another way to detect the FI is that the designer specifies the UM-

relation “completeOrder() use! pay()”as mandatory. The FI is deduced by 

the fact that the composition has modified this mandatory UM-relation.  

Hence, the FI pattern FI pattern 6 is detected in Step 3. 

7.3. Example 3 of 
[13]

: Called “Order Processing – (Delivery or 

Process Payment)” 

We consider two situations of FI that may occur when the order of a 

book is aborted (before its completion). These two FIs are referred to as 

(a) and (b) as follows: 

(a) FI Called “Order Processing – Delivery” in 
[13]

: The FI manifests 

itself when, due to timing errors, a process payment is aborted while 

the delivery is completed (instead of being aborted). Hence, the 
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possibility to receive a book which has not been paid (as in Example 2, 

but for a different reason). 

(b) FI Called “Order Processing - Process Payment” in 
[13]

: The FI 

manifests itself when, due to timing errors, a delivery is aborted while 

the process payment is completed (instead of being aborted). Hence, 

the possibility to pay for a book which is not received. 

Let us see how our FI detection method detects such FIs. A supplier 

WS is composed of several features such as: ProcessPayment, Delivery, 

and OrderProcessing, each one being described by UM-relations. The 

different UM-models are composed (Step 1) to obtain a UM-model of 

Supplier which is enriched (Step 2).  

The UM-model of Supplier uses the following methods: abortOrder() 

is called to abort the current  order, pay() is called to start payment for the 

ordered product, and deliver() is called to start delivery of the ordered 

product. abortOrder() is incompatible with deliver() and pay(), because 

payment and delivery must not be done when an order is aborted. We 

assume that the designer has specified these incompatibilities. 

The UM-model contains the following three UM-relations: 

R1: “Supplier use? abortOrder()”,   R2: “Supplier use? deliver()”,  R3: 

“Supplier use? pay()” 

Hence, the FI pattern FI pattern 5 is detected in Step 3 for the pairs 

(R1,R2) and (R1,R3). The incompatible pair (R1, R2) corresponds to FI 

(a), and the incompatible pair (R1, R3 corresponds to FI (b). 

7.4. Example 4 of 
[13]

: Called “Order Processing - Fulfill Order” 

The FI considered here is due to an ambiguity on the semantics of the 

price. More precisely, the FI manifests itself when some features use the 

term price, but assigning it different semantics. For example, one feature 

considers the price including taxes, while another feature considers the 

price excluding taxes. Let us see how our FI detection method detects 

such FI. The UM-model and Steps 1 and 2 are as in Example 3 (Section 

7.3). After steps 1 and 2 The UM-model of Supplier uses two methods 

orderProcessing() and fulfillOrder() that modify an attribute price, i.e. 

we have the following UM-relations: 

   “orderProcessing()  modify?  price”       “fulfillOrder() modify?  

price” 

Hence, FI pattern 2 is detected in Step 3. 
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7.5. Examples 5, 6, 7 of 
[13]

: All Associated to Access Profile 

We consider Examples 5, 6 and 7 together, because they correspond to 

several variants of the same problem: non respecting the profile access 

policy. Intuitively: 

- In example 5 (called “Authenticate User - Access profile” in 
[13]

): an 

untrusted supplier accesses some information in the profile of the 

customer. 

- In example 6 (called “Access Profile - Access profile” in 
[13]

): a 

trusted supplier accesses some information in the profile of the 

customer, which must be accessible uniquely to the customer. 

- In example 7 (called “Manage Profile - Access profile” in 
[13]

): a 

supplier accesses some information in the profile of the customer 

when the latter is not connected. 

After Steps 1 and 2, the resulting UM-model contains UM-relations 

such as:  

“Supplier  use?  profile” : {Supplier is authorized} 

“Supplier  modify%  profile” 

Hence, FI pattern 4 is detected in Step 3. Note the condition {Supplier 

is authorized} associated to the first UM-relation, which models the fact 

that only the authorized suppliers can read a user profile. The “modify%” 

corresponds to the restriction specifying that no supplier is authorized to 

modify a user profile. Hence, the designer should check if these 

restrictions are respected. The FIs of Examples 5, 6 and 7 are due to the 

non-respect of some authorizations. 

7.6. Example 8 of 
[13]

: Called “Order Processing - Order Processing” 

The FI manifests itself by a blocking situation where Supplier1 is 

waiting Supplier2 who in turn is waiting Supplier1, which corresponds 

exactly to Example 1 (Section 7.1). Hence Examples 1 and 8 are 

identical, but in Example 8, the FI is presented with a different 

viewpoint: None of the suppliers is available to the other one. A way to 

detect this FI is given in Section 7.1. Let us present another way to detect 

this FI.  

We assume that the designer has specified the following UM-relation 

as forbidden:  “Supplier  modify?  available”, 

where “available” is a boolean that indicates whether Supplier is 

available or not. Intuitively, Supplier cannot make himself unavailable. 
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The fact is that after Steps 1 and 2, the resulting UM-model will contain 

the above forbidden UM-relation. 

Hence, FI pattern 6 is detected in Step 3, which is a symptom that 

availability changes and hence available can be false in some situations. 

7.7. Example of 
[14]

: Called “Spell Checking - Formatting” 

The FI manifests itself when the Spell Checker and the Formatter use 

different languages, e.g., US English and UK English. At the formal 

level, this FI is similar to the FI of Example 4. In the latter, two methods 

modify an attribute price. In the present example, two features 

SpellChecker and Formatter modify an attribute lang specifying the used 

language. After Steps 1 and 2, the resulting UM-model contains the 

following UM-relations: “SpellChecker modify? lang” “Formatter 

modify? lang”.  

Hence, FI pattern 2 is detected in Step 3. 

8. Demonstration in Detection of Several FIs of 
[15]

 

 [15]
 presents an interesting comparative study showing that FIs in 

Telecom-Services are different from FIs in WSs, and hence FI detection 

methods developed for the former cannot be easily adapted for the latter. 

We will apply our FI detection to three types of FIs given in 
[15]

: 

• FI between two WSs; 

• FI between two Telecom-services; 

• FI between a WS and a Telecom-service. 

 

As we will see, the three FIs are related to FI pattern 2 of Step 3. 

8.1. FI Between Two WSs of 
[15]

: “Encrypt Information – Payment 

Information” 

The FI manifests itself when the Logging WS uses the encrypted 

information (purchase order or payment information) while Logging 

needs to use the information before it is encrypted. After Steps 1 and 2, 

we obtain UM-relations where an attribute paymentInfo is modified by a 

method encrypt(), while another method logging() reads the attribute 

paymentInfo. That is, we have the following UM-relations:    

“encrypt() modify! PaymentInfo”  “logging() use! PaymentInfo” 
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Hence, FI pattern 2 is detected in Step 3. 

8.2. FI Between Two Telecom-Services of 
[15]

: “Voicemail (VM) – 

Call Blocking (CB)” 

Contrary to previous examples, here we consider Telecom-services 

instead of WSs. The FI manifests itself when a caller rejected by Call-

Blocking (CB) of a callee is able to leave a (potentially unwanted) 

voicemail via Voicemail (VM). After Steps 1 and 2, we obtain UM-

relations where an attribute callStatus is modified by CB (to busy status) 

and read by VM (busy status is the trigger of VM). That is, we have the 

following UM-relations:     

“CB modify! callStatus” “VM use! callStatus”. 

Hence, FI pattern 2 is detected in Step 3. 

8.3. FI Between a Telecom-Service and a WS of 
[15]

: “Talk-To-Agent 

(TTA) – Do-Not-Disturb (DND)” 

This is a special case, in the sense that we have a mixed composition, 

i.e., a WS is composed with a Telecom-service. The FI manifests itself 

when a customer wants to be joined by an agent to talk with him (WS 

called TTA), while he has configured the Telecom-service Do-Not-

Disturb (DND) to reject all calls. After Steps 1 and 2, we obtain UM-

relations where the attribute callStatus (already used in the example of 

Section 8.2) is modified by DND (to the status busy, for example) and 

read by a method tta(). That is, we have the following UM-relations:   

“DND modify! callStatus”, “tta() use! callStatus”. Hence, FI pattern 2 is 

detected in Step 3. 

9. Conclusion 

We have developed a method to detect FIs in WSs, which makes a 

trade-off between reducing state space explosion and increasing the 

power of FI detection. The proposed method is based on the development 

of a rigorous Use-modify framework. The latter contains a UM-language 

to describe WSs at a high abstraction level by objects and UM-relations 

which indicate uniquely information such as who uses what and who 

modifies what, and characterize each action “use” or “modify” by 

“always”, “sometimes”, “never” or “maybe”. Conditions and restrictions 

may also be associated to UM-relations. In addition to the UM-language, 
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the UM-framework contains also a set of UM-rules (i.e. rules applicable 

to UM-relations) that are proved to be sound and complete. The UM-

rules permit to derive new UM-relations from existing UM-relations and 

detect incompatibilities between UM-relations. The developed UM-based 

FI detection method reports FI symptoms to the designer who then has to 

verify the effectiveness of the suspected FIs. 

 We have demonstrated the applicability of our FI detection method in 

several concrete examples. Indeed, we have applied our method to detect 

all FIs of the benchmark of 
[13]

 and an FI in 
[14]

. We have also applied our 

method to detect several FIs indicated in 
[15]

, where the composed 

services can be WSs and/or telecommunication services. We think that 

our FI detection approach can be better than 
[13]

 because in the latter 

many modeling formalisms have to be used: Goal-oriented Requirement 

Language (GRL), Use-Case Maps (UCM), and Finite State Processes 

(FSP).  

In Section 6.4, we have briefly discussed the gain in computational 

complexity of our UM-based approach. In a near future work, we plan to 

study more thoroughly that complexity. For that purpose, we plan to 

develop a prototype of the UM-based FI detection method to evaluate it 

more accurately. Another planned future work is to study FI resolution 

phase, which consists in solving the detected FIs.  

10. Proofs 

10.1. Proof of Proposition 5.1 

We have to prove that the UM-rules I1-I5 and F1-F16 preserve the well-

formed property specified in Section 4.3 (for I1-I5, see also the 

explanations in Section 5.2). 

The well-formed property is preserved by I1-I2 because for any I1 or I2, 

the well-formed property requires stronger constraints on the left hand 

side of the UM-rule than on its right hand side. 

The well-formed property is preserved by I3-I4 because for any I3 or I4, 

The well-formed property requires the same constraints on the left and 

right hand sides of the UM-rule. 

     The well-formed property is preserved by I5 because of the condition 

associated with I5.  

The well-formed property is preserved by F1-F4 because for any of F1 

to F4: The “well-formed” constraints on L are the same in the left and 
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right hand sides of the UM-rule; and the “well-formed” constraints on R 

are the same in the left and right hand sides of the UM-rule. 

The well-formed property is preserved by F5 (resp. F7) because it is 

obtained by combining I1 with F1 (resp. F3) which have just been proved 

to preserve the well-formed property. In the same way, the well-formed 

property is preserved by F6 (resp. F8) because it is obtained by combining 

I2 with F2 (resp. F4) which have just been proved to preserve the well-

formed property. 

The well-formed property is preserved by F9-F16 because we can make 

the same reasoning as with F1-F8.        

10.2. Proof of Proposition 5.2 

We have to prove that the set of UM-rules {I1-I5, F1-F16, C1-C6} is sound. 

We will use the term “logically” to mean “by using reasoning based on 

1
st
-order logic”. 

The set of rules R1-R9 is sound because every rule R1 to R9 has been 

justified logically in Section 5.1 . 

In Section 5.2, we have shown that the implication UM-rules I1-I5 are 

direct  

translations of rules R1-R3. 

In Section 5.3, we have shown that the fusion UM-rules F1-F4 are 

direct translations of rules R6-R7, and F9-F12 are direct translations of 

rules R8-R9. 

In Section 5.4, we have shown that the contradiction UM-rules C1-C4 

are direct translations of rules R4-R5.  

Consequently, the set of UM-rules {I1-I5, F1-F4, F9-F12, C1-C4} is a 

direct translation of the set of rules R1-R9. Since R1-R9 is sound, we 

deduce that its translation {I1-I5, F1-F4, F9-F12, C1-C4} is sound. 

In Section 5.3, we have shown that F5-F8 are derived logically from I1-

I2 and F1-F4, and that F13-F16 are derived logically from I1-I2 and F9-F12. 

In Section 5.4, we have shown that C5-C6 are derived logically from {I1-

I5, C1-C4}. Since F5-F8, F13-F16 and C5-C6 are derived logically from UM-

rules of {I1-I5, F1-F4, F9-F12, C1-C4} which has just been proved to be 

sound, we have that the whole set {I1-I5, F1-F16, C1-C6} is sound.      



Ahmed Khoumsi and  Zohair Chentouf 

 

44 

10.3. Proof of Proposition 5.3 

We have to prove that the set of UM-rules {I1-I5, F1-F4, F9-F12, C1-C2} is 

complete wrt R1-R9. 

We have shown in Sections 5.2-5.4 and in the proof of Proposition 5.2 

that the set of UM-rules {I1-I5, F1-F4, F9-F12, C1-C4} is a direct translation 

of the set of rules R1-R9. Moreover, in Sections 5.2-5.4, the UM-rules {I1-

I5, F1-F4, F9-F12, C1-C4} have been obtained by considering all possible 

translations of R1-R9 into UM-rules. In other words, {I1-I5, F1-F4, F9-F12, 

C1-C4} are the unique possible translations of R1-R9 into UM-rules. 

Therefore, R1-R9 and {I1-I5, F1-F4, F9-F12, C1-C4} imply the same UM-

relations and detect the same pairs of incompatible UM-relations. 

Besides, we have seen in Section 5.4 that C3-C4 can be implied logically 

from I3-I4 and C1-C2. Hence, C3 and C4 can be omitted in the study of 

completeness. Consequently, R1-R9 and {I1-I5, F1-F4, F9-F12, C1-C2} 

imply logically the same UM-relations and incompatibilities between 

UM-relations. In other words, {I1-I5, F1-F4, F9-F12, C1-C2} is complete wrt 

R1-R9.      

10.4. Proof of Proposition 6.1 

Let S1, …., Sn be the WSs to be composed and nbR1, …, nbRn be the sizes 

(i.e. numbers of UM-relations) of their respective UM-models. For 

simplicity of notation, we use nbR to denote nbR1+…+nbRn. 

10.4.1 Computational complexity of Step 1 

• Merging all UM-relations: its complexity is in the order of the total 

number of all number of UM-relations, i.e. O(nbR). 

• Modifying UM-relations: in the worst case, all UM-relations are 

modified, which is in the same order as merging, i.e. O(nbR). 

• Adding some UM-relations: the number of added UM-relations is 

typically quite less than the total number of UM-relations, i.e. its 

order is smaller than O(nbR). 

 

Therefore, we obtain that in Step 1 the computational complexity and 

the number of UM-relations is in O(nbR). 
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10.4.2 Computational complexity of Step 2 

2a: Check if each UM-relation is well-formed 

 

Its complexity is in the order of the number of UM-relations obtained in 

Step 1, i.e. O(nbR). 

 

2b. Enriching the UM-model by applying F1-F8 

 

Let |X| denote the size (or cardinality) of a set X. 

Let Ri and Rf be the set R of UM-relations before and after Step 2, 

respectively (indices i and f are for initial and final).  Recall that O(|Ri|) = 

O(nbR) (result of Step 1).  

  

Each UM-relation of Rf has: 

- its left hand side member as a left hand side member of some UM-

relation of Ri ; 

- its right hand side member as a right hand side member of some 

UM-relation of Ri. 

 

Hence, at the maximum, for each of the left hand side members of 

UM-relations of Ri, we may associate any of the right hand side members 

of UM-relations of Ri. That is, we may have at the maximum nbR
2
 UM-

relations in Rf. Consequently, the size of R after Step 2 is upper-bounded 

by O(nbR
2
), i.e. O(|Rf|) = O(nbR

2
). 

 

Let us consider the algorithm that constructs Rf from Ri.  

Let Fi be the initial F constructed just before the while-loop.  

 

During the execution of this algorithm, we define: 

- q as the number of times a UM-relation is inserted in R ; 

- p as the number of times a pair of UM-relations is inserted in F ; 

- k as the number of times a pair of UM-relations is removed from F. 

 

We have:  

- q is in the order of |Rf|, and we have seen that O(|Rf|) = O(nbR
2
). 

Hence, O(q) = O(nbR
2
). 
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- Fi contains pairs of UM-relations of Ri, and we have seen that 

O(|Ri|) = O(nbR). Hence, O(|Fi|)= O(|Ri|
2
) = O(nbR

2
). 

- Each of the q times where a UM-relation is inserted in R, we may 

have pairs of UM-relations inserted in F (in the for-loop). The 

number of these pairs is at most in the order of the current size of R, 

which is at most O(|Rf|) which was shown to be O(nbR
2
). Hence, 

O(p)  = O(|Rf|x q) = O(nbR
4
), because it has been shown that O(|Rf|) 

= O(nbR
2
) and O(q)  = O(nbR

2
). 

- |Fi| - k + p = 0  (i.e. k = |Fi| + p), because F is empty at the 

termination of the algorithm. Since it has been shown that O(|Fi|)= 

O(nbR
2
) and O(p) = O(nbR

4
), we conclude that O(k) = O(nbR

4
).  

 

We have shown that the number k of iterations of the while-loop is 

upper-bounded by nbR
4
. At each of the k iterations of the while-loop: 

- the complexity for checking the condition of “if” is upper-bounded 

by O(|Rf|) = O(nbR
2
) because at most, B is compared to every UM-

relation of the current R. The complexity of all other statements is in 

O(1). 

- The number of iterations of the for-loop is in O(|Rf|) = (nbR
2
) 

 

Hence, the complexity of the algorithm (i.e. Step 2b) is upper-bounded 

by O(nbR
4 
x nbR

2
) = O(nbR

6
). 

 

2c: Enriching the UM-model by applying F9-F16 

 

Applying F9-F16 has its complexity in the same order as that of Step 2b, 

i.e. upper-bounded by O(nbR
6
). 

 

Recall that the size of R after Step 2b (and also Step 2c) is in O(nbR
2
). 

 

Removing irrelevant UM-relations:  

- Searching UM-relations “L use# R” or “L modify# R”: in O(nbR
2
). 

- For each found UM-relation: searching a more accurate UM-

relation: in O(nbR
2
). 

Hence, removing irrelevant UM-relations is upper-bounded by O(nbR
4
). 

 

Therefore, Step 2c is in O(nbR
6
). 
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Therefore, the total complexity of Step 2 is upper-bounded by O(nbR
6
).  

10.4.3 Computational complexity of Step 3 

Recall that O(nbR
2
) is the order of the size of R after Step 2. 

 

We compute the complexity for each pattern: 

 

Pattern 1: Detecting “reflexive” UM-relations “m() use*  m()”, where * 

is ?, ! or # (i.e. * is not %). It is in the size of R : O(nbR
2
). 

 

Pattern 2: Detecting two or more UM-relations “K m R” and “L n R”, 

where m is any “modify*” other than “modify%”, and n is any “use*” or 

“modify*” other than “use%” and “modify%”. It is in the square of the 

size of R : O(nbR
4
). 

 

Pattern 3: Detecting UM-relation(s) modified in Step 1. It is in the size 

of R : O(nbR
2
). 

 

Pattern 4: Detecting UM-relation(s) with restrictions. It is in the size of 

R : O(nbR
2
). 

 

Pattern 5: Detecting incompatible UM-relations. Since we have to 

consider pairs of UM-relations, the complexity is in the square of the size 

of R : O(nbR
4
). 

 

Pattern 6: Let nbM and nbF be the numbers of UM-relations specified 

as mandatory and forbidden, respectively. 

     Verifying the presence of mandatory UM-relations: for each 

mandatory UM-relation M, we go through the UM-relations of R to 

verify the presence of M. Hence, the complexity is at most in nbM 

multiplied by the size of R, i.e.  O(nbM x nbR
2
). 

     Verifying the absence of the forbidden UM-relations: for each 

forbidden UM-relation F, we go through the UM-relations of R to verify 

the presence of F. Hence, the complexity is at most in nbF multiplied by 

the size of R, i.e.  O(nbF x nbR
2
). 

     Hence, the total complexity of Pattern 6 is in O((nbM + nbF) x nbR
2
). 



Ahmed Khoumsi and  Zohair Chentouf 

 

48 

     Typically, the total number (nbM + nbF) of mandatory and forbidden 

UM-relations is smaller than the size of R, i.e. O(nbM + nbF) < O(nbR
2
). 

Therefore, the complexity of Pattern 6 is upper-bounded by O(nbR
4
). 

Hence, the total computational complexity of the three steps: O(nbR
6
). 
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Abstract. Vehicular Ad-hoc NETworks (VANETs) are wireless networks that 

help improve driving efficiency and safety. VANETs provide a wide range of 

road services such as detecting traffic congestion, finding alternative routes, 

estimating time to destination, collision warning and many others. One of the 

biggest challenges in deploying VANETs is how to successfully address their 

security issues. These issues are mainly due to conflicting security 

requirements such as privacy and linkability. Exclusion-Based VANETs 

(EBV) was proposed as a generic framework to resolve some of VANETs’ 

security issues. In this paper, we verify the feasibility and evaluate the 

performance of EBV through a set of simulation experiments. We measure 

time taken to deliver messages, packet loss, and average throughput. The 

results showed that EBV is competitive to other protocols in terms of 

efficiency and cost. 

 

Keywords:  VANETs, Exclusion-Based System (EBS), Security, PKI. 

 

1. Introduction 

Vehicular Ad-hoc NETworks (VANETs) are special version of Mobile 
Ad hoc Networks (MANETs) used within vehicles as well as other 
facilities to improve traffic management. In VANETs, each vehicle is 
equipped with a wireless On-Board Unit (OBU) that allows the vehicle to 
communicate with other vehicles or with Road Side Units (RSUs) 

through short range wireless communication. VANETs communication 
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may be classified as either vehicle to vehicle (V-V) or vehicle to 

infrastructure (V-I) communication. Several types of VANETs 

applications have been proposed in the literature. Examples of these 

applications are safety
[1]

, entertainment
[2]

, and information sharing 

applications
[3]

. A recent comprehensive survey on VANETs can be found 

in 
[10, 38, 41]

. 

Securing VANETs implies different requirements including 

message integrity and authentication, vehicle privacy and confidentiality, 

non-repudiation, and short term linkability for investigation purposes. In 

addition, most applications, especially safety applications, require almost 

real-time message processing to satisfy application requirements. 

Providing security to VANETs applications is a very challenging task 

that has been widely explored in the last decade. The challenge lies in 

how to satisfy conflicting security requirements such as privacy on one 

side and linkability on the other side. Mobility with limited processing 

capabilities of installed hardware is another issue that needs to be 

addressed.  

Key management is a main issue in securing VANETs. Despite the 

fact that Public key Infrastructure (PKI) is very successful in many 

applications, we believe that PKI alone might not be able to fulfill all the 

security requirements exist in VANETs under different conditions. 

Consider, for example, a transmission range of 150 m (i.e. 300 diameters) 

and heartbeat message frequency of 10Hz, as suggested in 
[4]

. Under 

these conditions, number of messages, Certificate Revocation List (CRL) 

size, and the hardware limitations represent major obstacles that render 

developing a secure architecture for VANETs application a dilemma.  

In our previous work
[5]

, we proposed  Exclusion-Based VANETs 

(EBV), a generic framework for VANETs that uses a combination of PKI 

and symmetric key management to resolve some VANETs security 

issues. In this paper, we verify the feasibility of EBV and evaluate its 

performance through a set of simulation experiments. We've taken 

measure time to deliver messages, packet loss, and average throughput.  

The rest of this paper is organized as follows: in section 2, we 

present some related work. In section 3, we review EBV structure and 

operations.  In section 4, we evaluate EBV performance through a set of 

simulation experiments and report our results. Finally, in section 5, we 

give our conclusions and future work. 
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2. Related Work 

The Elliptic Curve Digital Signature Algorithm (ECDSA) for 

signatures is used in the current IEEE 1609.2 standard for secure 

VANETs communications to verify messages
[2]

. Prior work has shown 

that the verification of single ECDSA signature requires 7ms of 

computation on proposed On Board Unit (OBU) hardware
[8]

. An efficient 

alternative to signatures is TESLA authentication technique
[6]

. In 

TESLA, symmetric cryptography with delayed key disclosure is used to 

provide the necessary asymmetry to prove that the sender was the source 

of the message. However, TESLA suffers from vulnerability to memory-

based DoS attacks. A hybrid authentication mechanism was proposed 

in
[7]

 which combines VANETs authentication using ECDSA signatures 

and TESLA++ (VAST) and provides the advantages of both of them. 

Many solutions have been suggested to address the security issues 

in VANETs. The authors in
[10]

 classified VANET security schemes into 

PKI-based schemes and non PKI-based schemes. They provided a 

comparison between the two different schemes in terms of efficiency, 

scalability, authenticity, integrity, short term linkability, privacy and non- 

repudiation. In
[9]

 the authors identified two categories of VANETs 

security solutions: PKI and the ID-Public Key Cryptosystem (ID-PKC). 

In PKI solutions, group signature is used as a cryptographic basis to 

achieve security requirements. For efficiency and scalability reasons, PKI 

based systems are combined with other cryptographic based systems, 

such as ID based cryptography. In the following two sub-sections, we 

review the previous work in the two categories and determine how each 

category meets the security requirements. 

 

2.1 PKI proposals 

There have been several proposals for achieving security 

requirements in VANETs based on PKI. There are early schemes
[11]

 

and
[12]

 and more  advanced schemes which may be classified as  either 

with pseudonyms 
[13-16]

 or group signature 
[9, 17-20]

. Pseudonyms have 

been used to protect the real identity of the vehicles. Using pseudonyms 

requires vehicles to store a large number of pseudonyms and certificates, 

where it is not convenient to implement a revocation scheme to revoke 

the malicious vehicle. Moreover, the pure pseudonym schemes do not 

support the secure functionality of authentication, integrity, and non-

repudiation.  

Traditional digital signature scheme, where a vehicle stores a very 
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large number of public/private key pairs; has been proposed in
[20]

 to 

address the privacy issue in VANETs. To achieve both message 

authentication and anonymity, the authors
[20]

 proposed that each vehicle 

should be preloaded with a large number of anonymous public and 

private key pairs and the corresponding public key certificates. The 

authors in
[21]

 introduced a group signature scheme to sign each message. 

In this scheme, each vehicle has its own private key and all group 

members share one public key. The work in
[22]

 combines pseudonym 

schemes with group signature to avoid storing pseudonyms and 

certificates in vehicles. 

Although the work described above provides strong security 

features such as authentication, non-repudiation, and confidentiality, they 

are not likely to be widely available because they require extra 

communication for the maintenance of public key certificates and for the 

management of CRLs. For these critical drawbacks, researchers 

investigated the use of other cryptographic schemes to be combined with 

PKI-based solutions.  

 

2.2 ID-PKC proposals 

ID-Public Key Cryptosystem (ID-PKC) 
[7]

 have been introduced 

in
[9, 23-25]

. In such cryptosystem, the user’s information, such as phone 

number and e-mail address, can be used as a public key for verification 

and encryption. In other words, the ID-based cryptosystem simplifies the 

certificate management process. Kamat et al
[23]

 proposed an ID-based 

security framework for VANETs. They use the ID-based signcryption 

scheme to provide authentication, confidentiality, message integrity, 

nonrepudiation and pseudonymity. In
[26]

 the authors discussed 

approaches to prevent vehicles from fabricating their position 

information. Sun et al
[25]

 presented a security framework that assures 

privacy using the preloading pseudonym and non-repudiation through an 

ID-based threshold signature scheme. Lin et al
[9]

 proposed the RSU-

aided certificate revocation scheme. In
[24]

, the authors proposed SECSPP, 

a secure and efficient communication scheme based on non-interactive 

ID-based public-key cryptography, blind signature, and one-way hash 

chain.  

Unfortunately, in all previous security frameworks, the 

private/public keys of VANET nodes are assigned by the Key Generation 

Center (KGC), which causes inherent weaknesses such as key escrow. 

The key escrow problem implies that: since the KGC issues their private 
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keys using the master key, it may decrypt or sign any message
[37]

. This 

cannot guarantee strong non-repudiation and private communication 

because the KGC can sign and decrypt any message and abuse its 

accessibility. In
[27]

, Zhang, et al., proposed RAISE in which Vehicles 

generate a shared symmetric key with the RSU using a Diffie-Hellman 

key agreement protocol. RSUs then become responsible for verifying the 

authenticity of the messages sent by vehicles. RAISE addressed the issue 

of VANETs scalability and communication overhead in case of large 

traffic intensity.  

In
[28]

 the authors proposed a security architecture to handle key 

escrow, in which a vehicle updates its private and public keys, and  sends 

them to Road Traffic Utility (RTA) to be verified. The RTA generates 

the vehicle's new signature and sends it back. In
[29]

, the authors propose 

the use of certificate-based cryptography as a hybrid approach to 

combine the advantages of ID-based cryptography as well as the PKI 

approach. Several proposals were introduced on secure beaconing. In
[30]

, 

the authors proposed the usage of radar device attached to the front and 

the back of the vehicle in addition to a GPS receiver. In
[10]

, the authors 

studied existing security protocols, and they concluded that a main 

drawback is the lack of practical feasibility because of network overhead.  

Recently, S. Junggab et al
[39]

 introduced the first VANET cloud 

architecture. They also, identified the unique security issues and 

challenges when utilizing the cloud. A. Nikolaos et al
[40]

 utilized tickets 

as cryptographic tokens to comply with vehicular communication 

standards yet preserve the privacy of the vehicle. D. Kevin et al
[42]

 

proposed the use of a tree like structure and called multi-level security 

architecture for VANETs. In this work when a node is attacked the parent 

node will deactivate the attacked node and redistribute the keys in that 

area. 

   

3. EBV Structure and Operation 
EBV

[5]
  is a novel framework that utilizes Exclusion-Based System 

(EBS)
[31-33]

, Advanced Encryption Standard (AES) and PKI to create a 

robust, efficient, and scalable security solution for VANETs. In our 

previous work EBV 
[5]

, we utilized Exclusion Based System EBS , which 

was originally developed and tested for both security and efficiency in
[31]

. 

It was used further as a basis for several ad-hoc and sensor network key 

management in several papers, examples include
[32, 33]

.   
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Our proposed EBV consists of the following hierarchically 

organized entities (Fig. 1.): 

• Global VANET Authority (GVA): a trusted party that registers and 

manages CVAs, run by an international cooperation. 

• Country VANET Authority (CVA): trusted country wide authority 

that registers all country’s RVAs, run by national DMV. 

• Regional VANET Authority (RVA): a trusted regional authority that 

manages an EBS system in a specific region (could be a city or a 

state), run by regional DMV. 

• Road Side Unit (RSU): a node in VANETs that relays messages 

between vehicles and RVAs and vice versa. 

• Vehicles: normal vehicles and special ones (e.g., Police and emergency 

vehicles). 
 

 

 

 

 

 

 

 

Fig. 1. EBV structure. 

EBV framework resists several types of attacks including bogus 

information, unauthorized preemption, message replay and modification, 

impersonation, RSU relocation, movement tracking, impersonating an 

RSU, malicious vehicle, brute force, and illusion attacks
[5]

. The operation 

of EBV has three main phases which are described below. 

 

3.1 Initialization and Registration Phase 

When an RVA is deployed, it calculates a canonical matrix A[k+m, 

C(k+m,k)] with a large number of columns (i.e. larger than the number of 

vehicles expected in this region in the next 100 years). When choosing 

integers k and m an RVA preserves the following: 

• The number of keys (i.e. k + m) is kept small. 58 (8 + 50) was used in 

the simulation generating a reasonable matrix of around 2 billion 

entries.   

• m should be large enough (i.e. the number of vehicles an attacker needs 

GVA 

CVA (USA) 

RVA (NY) 

RSU1 

CVA (CA) 

RVA (FL) 

RSU2 ….

….

….
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to attack to reveal all keys of the group should be very large).  

RVA initially loads every vehicle and RSU with the following 

items: 

• 10-Digit vehicle identifier (VID, RSUID in case of RSU) allows for 10 

billion different vehicles/RSUs. 

• KGF a one-way trapdoor Key Generation Function. MD5 was used. 

• 128bit session key Sn, the current key in this area and its sequence 

number (SKSN 2Byte). 

• A set of 8 administrative keys 128bit each generated by RVA. RVA 

maps every vehicle ID to a column in the matrix A, as well as, to the 

real identity of the vehicle. 

• A bit string (BSV) of 58 bits that represents the column from matrix A 

assigned to this specific vehicle V, where a 1 means the vehicle has 

the key.  

• RVA's Public key (RVAe) and Product value N. (RSA 1024bit is used) 

• Previous session key's sequence number. 

• Previous key update message. 

 

3.2 Normal Operation Phase  

In EBV, the following events could occur in normal operation phase: 
a) Bmsg Exchange  

Every vehicle and RSU use the current session key (Sn) to securely 

communicate beacons. The proposed message format is shown in Fig. 2.  
8B 2B 8B 8B 2B 0.5B 21.5B 

TS SKSN X pos Y pos Speed Direction Application Specific Info 

Fig. 2. Proposed 50byte message format. 

 

To provide a Bmsg with integrity, authenticity, non-repudiation, and 

linkability by RVA, a message (MSG) is attached to a signature-like 

string before sending it as follows: 

Get a 16B hash of MSG using MD5 function:  

MSGHash = MD5 (MSG)        (1) 

Get a 16B hash of all eight admin keys, (K1,…,K8), concatenated:  
 KHash = MD5 (K1|K2| K3|K4|K5|K6|K7|K8)  (2) 

XOR MSGHash and KHash: 

XORHash = MSGHash ^ KHash    (3) 

Append vehicle ID (VID) to XORHash:  

plainSig = XORHash | VID    (4) 

Use RVA’s public key RVAe to RSA encrypt plainSig:   
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SIG = RSARVAe (plainSig)    (5) 

Use AES and Sn to encrypt MSG as follows: 

 encMSG = AES_ENCSn (MSG)   (6) 

A vehicle creates a heartbeat message (Bmsg) by concatenating a Time Stamp 

(TS), a Sequence Number of the current session key SKSN, encMSG and SIG, 

as follows: 

Bmsg = TS | SKSN | encMSG | SIG     (7) 

Upon receiving a Bmsg, a vehicle checks TS, if within application’s 

acceptable limits, it checks to see if SKSN is current. If correct, it uses its 

session key Sn to decrypt the message.  
PlainMsg = AES_DECSn (encMSG)  (8) 

If the decrypted TS and SKSN match the plain ones, it means an owner 

of Sn only could have generated the message. It then forwards the data to 

the installed application/s. The signature SIG will be ignored by 

receiving vehicles. 
b) Updating session key 

The session key, Sn, is changed regularly to prevent statistical 

attacks. The new key Sn+1 will be sent out through RSUs to all vehicles 

encrypted as follows: 
AES_ENCSn (Sn+1) | RVASignature | RVAcertificate    (9) 

Where RVA signature and certificate are standard RSA’s. A receiving 

vehicle would use RVA’s (e,N) to verify the attached signature. If valid, 

a vehicle would use AES_DECsn to decrypt the new session key Sn+1 and 

increment SKSN, otherwise it would ignore the message. If used, the 

message will be stored until the next update occurs.  
c) Key request 

If a vehicle V has been away from the network for long time, it 

might miss more than one key update message. It will realize this when 

receiving at least 10 Bmsg from different vehicles where: 
SKSN of Bmsg  <> (V’s SKSN) &&  SKSN of Bmsg  <> (V’s SKSN +1) Mod 65535  (10) 

V will stop sending Bmsgs to save bandwidth (BW). As soon as V 

receives a Bmsg from an RSU, it will send a Request for Key message 

(RKmsg). In a Diffie–Hellman like style, it creates an RSA public Ve, 

private Vd key pair, a product Vn and a random request identifier RID 

(these are created offline to save time), then, it uses RVA’s (e,N) to 

encrypt the message as follows: 
Rmsg = RSARVAe(VID | RID | VSn | Ve | Vn)   (11) 

Where VSn is the session key of V. 

Rhash = MD5(Rmsg | K1|K2…|Kk)   (12) 
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RKmsg = Rmsg | Rhash     (13) 

The message is broadcasted and then forwarded by the RSU to the RVA. 

RVA uses its private key RVAd to verify the message as follows: 
plainMsg = RSARVAd(Rmsg)    (14) 

Based on VID and VSn, it gets the k keys of the vehicle that existed when 

Vs was in use from a key repository it has (remember that some of the k 

keys might have been modified when the vehicle was away). Then, it 

regenerates the signature Rhash using the keys it retrieved from the matrix 

as follows: 
Rhash1 = MD5(Rmsg | K1|K2…|Km)   (15) 

If Rhash1 = Rhash, then the vehicle is authentic. Otherwise RVA ignores the 

message. If authentic and VID was not revoked, RVA creates a reply 

message RRKmsg and sends it to the RSU that forwarded RKmsg as 

follows:  

encRKmsg = RSAVe(Sn | SKSN | K1
’
|….| Km

’
 )  (16) 

RRKmsg = RID | encRKmsg  | RVASignature | RVAcertificate         (17) 

Where Sn  and SKSN are the current session key and its sequence 

number, and (K1
’
|….| Km

’
) are V’s current admin keys. The originator 

RSU will broadcast RRKmsg. If received by the requesting vehicle that 

checks RID to make sure this reply is intended to it, it then uses RVA’s 

(e,N) to verify the attached signature and uses Vd to decrypt the message 

plainMsg = RSAVd (encRKmsg)   (18) 

It then updates the keys where it has by replacing the old ones with the 

new ones. 
d) Rekey process  

RVA may decide that a certain vehicle needs to be evicted which 

based on a strong evidence where it has (getting the evidence is outside 

the scope of this paper). RVA starts a rekey process in the region, where 

all keys are known to the evicted vehicle X that will be modified by 

every other vehicle. Table1 shows a possible distribution of X’s eight 

keys Ke1 to Ke8 and its bit-string BSX as stored in RVA to make things 

clearer. 

The process starts by RVA issuing a new session key Sn+1 and eight 

admin keys to replace the keys into vehicle X that knows. i.e. Ke1 through 

Ke8. The other m = 50 keys, K1 through Km Stay the same.  
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Table 1. A possible distribution of vehicle X's k keys along with its bit-string as stored in 

RVA. 

Kindex 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

K or Ke K1 K2 K3 K4 K5 Ke1 K6 K7 K8 K9 Ke2 K10 K11 K12 K13 

BSX 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 

Kindex 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

K or Ke K14 K15 K16 Ke3 K17 K18 K19 K20 Ke4 K21 K22 K23 K24 K25 K26 

BSX 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 

Kindex 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 

K or Ke K27 K28 Ke5 K29 K30 K31 K32 K33 K34 K35 K36 K37 K38 Ke6 K39 

BSX 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 

Kindex 46 47 48 49 50 51 52 53 54 55 56 57 58 

K or Ke K40 K41 K42 K43 Ke7 K44 K45 K46 K47 K48 K49 Ke8 K50

BSX 0 0 0 0 1 0 0 0 0 0 0 1 0 

 

RVA generates replacement keys by repeating the following 

operation k times once for each key: 
Kei = MD5 (Sn+1 | Kei )    (19) 

RVA broadcasts the Rekey message, by broadcasting X‘s bit-string 

(BSX) in a message composed of the following m parts:  
     Parti = Kindex | AES_ENCKi (Sn+1)  (20) 

where 1<= i <=m=50, and Kindex is the absolute index of Ki as shown in Table1. 

In this Parti we are sending the new session key Sn+1 encrypted using one of the 

m keys (Ki) which vehicle X doesn’t have. We are attaching the absolute index 

of the key Ki to make it easier for receiving vehicles to know which key to use to 

decrypt this part.  

After generating 50 Parts, the message ReKeymsg: 

ReKeymsg = AES_ENCSn(BSX | Part1 | Part2 | ….| Partm)  | RVAsignature | RVAcertificate (21) 

Upon receiving the message, Each RSU broadcasts the message on 

behalf of the RVA. 

After verifying a received message, a vehicle uses Sn to decrypt the 

first level of encryption and extract BSX and m Parts: 
plainMsg = AES_DECSn (M)    (22) 

Where M = AES_ENCSn(BSX | Part1 | Part2 | ….| Partm). 

A vehicle checks BSX to see if it shares any keys with the evicted 

vehicle. If so, it continues to decrypt the jth Part with Kj, any of its k 

keys: 
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plainPartj = AES_DECKj (Partj)  (23) 

Once it decrypts any of the m Parts, it updates its session key Sn and uses 

it to replace all the keys it shares with vehicle X according BSX, by 

executing operations similar to (19). Every vehicle should store the rekey 

message it receives until the next eviction or periodic change of Sn 

occurs.  
e) Forwarding key update message:  

If a vehicle A that has a current session key Sn is met with another 

vehicle B that uses the previous session key Sn-1, all A has to do is to 

replay the stored session key or Rekey message it stores. If the vehicle B 

possess Sn-1 and is not revoked, it should be able to update its keys as 

described in updating a session key or in the rekey sections above.  

3.3 Crossing Boarders Phase 

When a vehicle from region R1 approaches another region R2, it 

follows a procedure identical to that of a Key Request described above. 

The receiving RSU in R2 relays the message to its RVA (i.e., RVA2) that 

manages R2.  RVA2 sends the message to RVA1 to make sure that the 

vehicle is not revoked and if so to get the message’s plain text (only 

RVA1 knows how to decrypt the message). Upon receiving the reply 

from RVA1, RVA2 checks to see if this vehicle has a record in its matrix. 

If not, it registers the vehicle then it uses an identical technique to 

respond to the vehicle as described above. Otherwise, a reply message is 

directly constructed and sent. This phase was not simulated due to 

limitations in the software packages used and was left for future work. 

 

4. Simulation Results 
To our knowledge, EBV is the first utilization of EBS in VANETs, 

and hence, comparison with other models in many aspects was not an 

option. To verify EBV's feasibility, we decided to start by a simple 

simulation that uses one straight highway with one entrance and one exit. 

In our simulation we used NS3 in conjunction with VANET-Highway 

Package (VHP)
[34]

. VHP utilizes NS3 and provides traffic simulation 

capabilities; so that no external traffic traces are needed. In the following 

sub-sections, we explain the simulation parameters we used and report 

the simulation results. 

 

4.1 Simulation Parameters 

To carry out the simulation of EBV, we had to modify the 

following classes from the VHP: Controller, Highway, and Vehicle class. 
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These classes were modified to support EBV encryption and decryption. 

We also created the following new classes: 

• AESEncryption:  a class used to allow symmetric encryption/decryption. 

• MDHashing: a class that implements MD5 hashing. 

• RSAEncrDecr:  a class used to allow RSA encryption/decryption. 

• RoadSideUnit: a class that works as an RSU in an EBV system. 

• RvaEbs: a class that works as an RVA in an EBV system. 

All experiments were carried out on a Dell Latitude laptop with 2.53 

GHz Core 2 Duo CPU and 4GB RAM. Simulation parameters were as 

follows:  

• Highway:  One-way, three lanes, 2.4 Km in length. 

• RSUs:  Three RSUs located at 400m, 1200m and 2000m. RSU1 acts as an 

RVA to the system. 

• Vehicles: 80% sedan, 20% truck, all equipped with wi-fi devices 250 -

400 m range, speed up to 29m/s. 

• Traffic flow and gap between vehicles : variable 

• RVA: updates session key every 15s and randomly revokes a vehicle 

every 27s. 

• Bmsg frequency: every 0.1 – 0.3s random. 

• Encryption/decryption: 128bit symmetric and 1024bit RSA. 

• Simulation time: 300s 

The simulation was repeated 300 times and an average of each measured value 

was considered.  

 

4.2 Simulation Results 

The results of our simulation were very promising. In our first 

experiment, we measured the time it takes a vehicle to do each of the 

following actions: 

• Encrypt/decrypt a Bmsg. 

• Create/verify a Bmsg signature. 

• Create/extract Keyupdate message. 

The results are shown in Table 2 below. 
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Table 2.  EBV TIME MEASUREMENTS. 

 Bmsg Bmsg Sig Keyupdate 

message 

Encrypt Decrypt Create Verify Create Verify 

Time ms 0.125 0.27 0.075 3.18 8 0.55 

 

It is very obvious that the time needed to do all operations in the 

OBU is quite small. In fact an OBU needs to receive from 740 vehicles 

sending 5 Bmsg/s to stay busy all the time. It was reported in
[35]

 that 

signing/verification using 1024-RSA onboard requires 52/0.8ms, it is 

clear that our technique is well below in signing and slightly higher in 

verifying. On a similar hardware J. Hass
[6]

 reported that 

signing/verification of ECDSA took around 1.5/1.8ms and for TESLA 

around 10µs to verify. Notice that the largest two measurements (3.18 

and 8 ms) are done only by an RVA. We believe that OBU hardware 

should be at least equal to that we are using in these experiments. 

To make sure that a key update message is distributed within a 

reasonable time, we performed our second experiment. We monitored all 

vehicles on the road after sending such message and recorded the average 

time it takes until all vehicles on the road are updated with new keys. We 

did this with different traffic intensities on the road and the results are 

shown in Fig. 3.  

Fig. 3 shows that the maximum time to deliver keys to all vehicles 

on the road was around 0.25s, and the minimum was 0.1s. It is interesting 

to see that the time was higher at lower vehicle intensity. We believe that 

this was due to the forwarding mechanism we implemented. The higher 

the number of vehicles on the road gives more chance for this mechanism 

to be utilized.  It was reported in
[36]

 that the time required to distribute a 

CRL to 175 vehicles with best used technique was more than 25s. It is 

obvious that EBV revokes a vehicle in less than 0.5s. Also
[6]

 reported that 

distributing a CRL to all vehicles in his simulation took well over 1000s 

with the best used technique. 
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Fig. 3. Time to Deliver Key updates Messages. 

 

In the third experiment, we try to make sure that sending Bmsgs at 

such a high rate regardless of vehicle intensity does not consume too 

much bandwidth (BW). We measured the used BW for different vehicle 

intensities and the results are shown in Fig. 4. The results were as 

expected and the BW used increased almost linearly as the number of 

vehicles increased. The BW maxed out at less than 3Mbps when the 

number of vehicles was a little more than 170.  

 

Fig. 4. Average Throughput Change with the Number of Co-existing Vehicles 

 

To check the effect of traffic intensity on loss ratio, we performed 

our fourth experiment. We measured the loss ratio at different traffic 

intensities. Fig. 5 shows that when the number of vehicles was 25 a loss 

ratio was around 4% and when the number of vehicles was 175, the loss 

was less than 6%. Although we don’t have much in common with
[25]

, our 

traffic intensities are very close. A comparison between our results and a 

reconstructed curve from 
[25]

 shows that our system tends to have higher 
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values for low intensities but for higher intensities our system gives 

better results.    

 

 

Fig. 5. Packet loss ratio vs traffic intensity. 

 

Time and space complexities are not discussed in this paper 

because it only deals with simulating EBV and the simulation results. 

The readers are advised to check the works at
[5, 31-33]

 for algorithmic 

analysis. 

5. Conclusions 
Key and CRL management in VANETs is a very difficult and time 

consuming task. While many proposed frameworks for VANETs achieve 

security, we believe they will not be adopted because of suffering any or a 

combination of: Certificate revocation list management, large computation 

time, large communication overhead,  lack of scalability, or inability to 

defend some of the attacks. 

In this paper, we tried to verify the feasibility of EBV (previously 

proposed by the authors) and study its efficiency through simulation using 

NS3. Our simulation experiments studied delivery time, throughput, and 

packet loss ratio under different numbers of vehicles and distances. 

Although a comparison to other protocols was very hard to do because of 

the different architecture and simulation tools and scenarios, our results 

shows competitiveness of EBV to other existing protocols considering 

both computation cost and efficiency.  

We believe that our framework needs a full scale simulation, which 

considers real/artificial road maps with real/artificial traffic traces to be 
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able to compare to other existing solutions. Another future work issue is 

to utilize DSRC instead of wi-fi as it has been set as a standard.  
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Abstract. Engineering ethical dilemmas emerge as problems that are 

hard to solve, not due to a deficiency in knowledge of moral rules and 

principles that are to be referred to, but to other reasons including 

vagueness, conflict of interest and differences in opinions regarding 

priorities. This paper proposes utilizing logic deduction in the 

exploration of hidden aspects in dilemmas, which might lead to their 

resolution. The paper presents a powerful method for deduction in 

propositional logic, called the Modern Syllogistic Method. The 

method ferrets out from a given set of premises all that can be 

concluded from it in the most compact form. The method casts the set 

of premises into a single switching function equated to zero and 

obtains the complete sum of this function as a disjunction of all prime 

consequents. The complete sum is derived via an efficient method, 

namely, the improved Blake-Tison algorithm. An incremental version 

of the MSM augments the original set of premises by new ones, and 

seeks the updated consequences incrementally, i.e., without having to 

recalculate the complete sum from scratch. We employ this method in 

the investigation of different scenarios or premises describing a 

specific ethical dilemma from a variety of perspectives. Comparison 

of the consequences of these scenarios helps in deriving acceptable 

solutions of various dilemmas, including the dilemma of having to pay 

a bribe to obtain one's own rights, the dilemma of human consumption 

of genetically-modified foods, and the dilemma of discarding a whole 

lot of food when only a part of it becomes filthy or unhealthy. The 

work presented herein is a preliminary step towards implementing a 

software package that offers assistance in the resolution of ethical 

dilemmas. The package will use premises that are compatible with the 

fundamentals and rules of Islamic jurisprudence formulated in 

deterministic, fuzzy, or intuitionistic fuzzy logic. 
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 �%( ���� # ����X �*� ��4 �� ��$�	
 �	S��	
 �% ����
(3b) �(3i) :��� #�$ ���� �$  
رقم 

 المقدمة
  معناھا  صياغتھا

(3k) 
 

كذب الادعاء بأن مقتضى عدم زوال اليقين بالشك ھو 
  نجاسة برميل تقتضي نجاسة بقية البراميل كلھا.

(3l)  
 

  اليقين لا يزال بالشك.
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� �	
�$ )7�� �	%	
 +,� �/ !����	
 3$(� :�� �6(	$ )
���  

, (52) 

:�� �	
�	
 +,�	 ���	
 @��4�	
� 
. (53) 

�� �4���	
 +,�� ��2� # ����	
 �S$ ������� 1�/ �<��6	
 <#K� 50� P�
) T�	$ ������	
 )��6�	
 <�� )���� �/ ����� �$
 �� ���6��� (

)) �4� )�S6	
 M�/ !�4� 5,	
 ����$	
 ���$��� 1- ��� �( �(
) )��7 ���
�$	
 ���$ ��	�>�0�� .(  3�(� # +�%� ���
 ����$	/
) ���U
 T�����	 +
��%�) +�%� ?��� 1- ��� �( ����� (





� ������ ��	� �
�
 �� 

 

البراميل تقتضي سكب محتويات ھذه البراميل وعدم 
  إطعامھا للناس.

(3g)  
 

ني فقدان ثمنه أي خسارة سكب محتوى البرميل الأول يع
  طفيفة.

(3h) 
 

سكب محتوى بقية البراميل يعني فقدان ثمنه أي خسارة 
  فادحة.

(3i)  
 

مطلوب من المرء ترك ما فيه ريبة.

(3j)  
 

  مطلوب درء مفسدة الإخلال بالصحة العامة.
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F1 ) وجود نجاسةFilthiness) في البرميل الأول (First .(  

Fr ) وجود نجاسة في بقية البراميلRest.(

N1 ) عدم صلاحيةNon-edibility.محتوى البرميل الأول شرعا للاستھلاك الآدمي ( 

Nr يل شرعا للاستھلاك الآدمي.عدم صلاحية بقية البرام
C ) اليقينCertainty.لا يزال بالشك (  

D ) مطلوب من المرء أن يدع ما يريبهDoubt.إلى ما لا يريبه (
P1 ) سكبPouring.محتوى البرميل الأول (  

Pr .سكب محتوى بقية البراميل  

H ) درء المفاسد الناجمة عن الإخلال بالصحةHealth.العامة (  

L1 ارة الطفيفة (الخسLight loss.لقيمة الزيت في البرميل الأول (  

Lr ) الخسارة الفادحةExtreme loss.لقيمة الزيت في بقية البراميل ( 

:��	�	
 !����	$ ����� �$
 �*� ��4 �� @����	
 E(� �0 �����  

رقم 
  المقدمة

  معناھا  صياغتھا

(3a) توجد نجاسة في البرميل الأول  

(3b)  )  مقتضى ترك ما يريب إلى ما لا يريب ھو أن نجاسة
  البرميل الأول تعني نجاسة بقية البراميل.

(3c)  
 

نجاسة محتوى البرميل الأول تعني عدم صلاحية ھذا 
  المحتوى كطعام للبشر.

(3d)  
 

نجاسة محتوى سائر البراميل تعني عدم صلاحية ھذا 
  المحتوى كطعام للبشر.

(3e)  
 

حاجة إلى درء المفاسد مع العلم بوجود نجاسة في ال
البرميل الأول تقتضي سكب محتوى البرميل وعدم 

  إطعامه للناس.

(3f)  
 

الحاجة لدرء المفاسد مع العلم بمفسدة النجاسة في بقية 





� ������ ��	� �
�
 �� 

 

:���� � ��� 
.   (49) 

 8��
 1�� O�% ��� O�%� ��A4�	
 ��4� �� �	%	
 +,� �/ M�0 50
 ��[��	
 �A !����� ��0 T	�� !��	� .�	����
� ��-
��	
 �	���	
 ���7�
 �

.# �0 !�/� O�%� !�� 
,' � �	%	
 +,� �/ E��� # ��0 50 

 �-��:� 

 �$ ��%� ���4	
 ��$�	
 1�e	 !-�% ������ ���
� �-�	
 
,� �/ Y���
 a
 M�%� �$�,	
 */%	
 1�=
 �A ��� �� �(��� M�A &	�� a
 ��� �����

&	��]���[�� �$ ��%� D���
 . "��A ���B�2 �� 
)�(  ���	
 /!�2	
 (���
�$)
 5�K� �0 &�A ����	
 1��� M�0 50 �4�$ <
��	
 ��� ����X 1�7� 1�����	


$ �� ����� ���A) ��$ ��/ ��$	
 &	' ���- "��� ��-	
 �( 
,$� �(����	
 ��� 
�� �/ ���
�$	
 �%0 �/ ���� )�S/ ����� �$ ��%� E���
 .��$�	 M��A  #' M��

 !7�� ��0 10 ����$	
 
,� �/ )�S6	
 !7��0 ��� 1	 M�� ��� ���
�$	
 ?�� �0
 ��4�	
 �� ��� 1	 �D��0 )�$�$� ����
�$	
 M�� !��� 5,	
 L���(	
 �/
 ����6	
 )�A�	
 �0 1:�$� .���
�$	
 ��� !�A ��0 10 �%
� ����$ &�A !�(��


� &�A �� � <�$ �(�
) &�A P�� &�A ��4�	
 �(��$ �� ��6� (�� 
 1�$ ��� # &�% F��	 !�2	
 ��$ �� M��� ����� �$
 @�� �0 #' ��%
� ����$
 ��$	
 ���$� # &�% ��/ 5,	
 ?��	$ ��$�	 ����	
 �� �� M��� �� ����	


 "���[� F��	 �(��$ ����� �$
 ��A B�7�	
 ���=
 �� �*�	
 !6��� .1�$ 

�	
 �� 1��� ��� 1	 ��/ ��$�	
 3	(�	 ���A�$ ���	
 M��-� �����=
 ����

 �	S��	
 �0 �U
 M���� � E��� ��� 1	� �)��7� ��4� �	S�� ��0 #' �	S��	

                                                 

)
.�D����� IK�� ��
��� <��	 �� �"B �� 3+4� �/� ;�� %�B :�+�� ( 



 ... ������ ������� ��	���� �� ������� ��������� ����!�� ��"��  

� 

 

:��	�	
 �	���	
 &�A �(%� ��	%	
 +,� �/  
,  (45) 

 �%	
 P��� ��  �%	
 �/ �%	
 ��%' &	' F���#
 ���� 5�K�� � 
 �%	
 �%� �%	
 �� "��
�� �	�� 
,�� �  M����  "��
�� �	�� 5,	

 �%	
 ��  M���� ���%	
 P(��$ ����
 �%	
 
,� 1���� � � 

�:�����	
 �4���	
 L��� T	,$� � 

.  (46) 
:)���4	
 ��	�	
 L���	
 ����� �4���	
 +,�� 

 .("�-
�� �	���	
 ���7�
 8��' 1�� )  
 .("�-
�� �	���	
 ���7�
 �����
 ����� �A4� ��4�)  

 �-���:  

,�) ���	��
 �������	
 ��[	0 
,' O�%� 
2a) � (2b) �-�	
 �/ (� ������
� (0
:!����	
 ��� &�A <�$=
 �� ����	�	
 �������	
 �����  

*��'��� 7�� +��,+�- +/+	
� 

(2a'') 
 

.+0�>��� *��
��� *�
26� �+�
��� �5�'� :+�&� ��B� 

(2b'') 
 

*4+B� �B��.

��	%	
 +,� �/ :��	�	
 �	���	
 &�A �(%�  
,  (47) 

 �%	
 ��� &	' F���#
 ���� 5�K� ��  �%	
 �%� �%	
 
,�� �
 �� L���� ����
  �7��	  �
�%	
 ��%�� M��6$ 5,	
  �  -��

  �  �%	
 P(��
 1�� �	�	$� :&	' �(�	 
,  (48) 





� ������ ��	� �
�
 �� 

 

 

 �&*)�(���&	
 3��4�	
 ��5� .  ����	
 �% "	
��	� "7��	
 "�8��� 9
��7���	 "�5�	�� : 

� �.  

 �-��:
 

) ���	��
 �������	
 ��[	0 
,' O�%� 
,�2a) � (2b) �-�	
 �/ (� ������
� (0
:!����	
 ��� &�A <�$=
 �� ����	�	
 �������	
 �����  

*��'��� 7�� �-+��,+ +/+	
� 
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لا توجد وفيات (بدلًا من وجود وفيات).

(2b') 
 

( عدم انتاج الأطعمة المعدلة وراثيًا يقتضي حدوث مجاعة 
 .(بدلًا من الجزم بعدم حدوثھا)
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 مطابع جامعة الملك عبدالعزيز

 
 
 
 
 
 
 
 
 
 

 
 
 

 جاجب
 
 
 
 
 

 ارئيسً     قسم علوم الحاسبات      أ.د. كمال منصور جم�� 

kjambi@kau.edu.sa   
  

 اعضوً       قسم نظم المعلومات      أ.د. خالد عبدالله فقيه

kfakeeh@kau.edu.sa   
  

 اعضوً     قسم علوم الحاسبات      عي=>; أ.د. فت9ي ال678ي 

feassa@kau.edu.sa  
  

 اعضوً     قسم تقنية المعلومات      أ.د. حسنBن محمد ال78همتو<>�

hassanin@kau.edu.sa  
  

 اعضوً                أمريكا -جامعة م7Bلاند       باسيFي أ.د. فيكتور ر. 

basili@cs.umd.edu  
 

  اعضوً                           تقنية المعلوماتقسم    مشاط                           سليمان فتاحأ.د. عبدال

asmashat@kau.edu.sa 

■ ■   ھيئة التحرير 

 ريالات سعودية ١٠داخل المملكة  •

 دولارات أمريكية ١٠المملكة  خارج •
  

 
 

 جامعة الملك عبدالعزيز –مركز النشر العلمي 

 المملكة العربية السعودية -٢١٥٨٩جدة  -٨٠٢٠٠ص.ب. 

 
 
 

  جامعة الملك عبدالعزيز –عمادة شئون المكتبات 
 المملكة العربية السعودية -٢١٥٨٩جدة  -٨٠٢١٣ص.ب. 

■ ةسعر النسخ     ■

■ ■   البيع والاشتراك  

■ ■   التبادل 



  هـ) ١٤٣٦م/٢٠١٤( ةصفح ١٢٨، ٣ملحاسبات وتقنية المعلومات، مجلة جامعة الملك عبدالعزيز: علوم ا

   ١٦٥٨-٦٣٣٦ردمد 

  ١٠٢٨/١٤٣٤رقم الإيداع 

 
 

 
 

 

 

 مجلة

������ ��	 
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 علوم الحاسبات وتقنية المعلومات

 

 

 

 ٣المجلد 

  م ٢٠١٤

 ه ١٤٣٦

 

 

 

 مركز النشر العلمي

 جامعة الملك عبد العزيز

 ٢١٥٨٩جدة  -٨٠٢٠٠ص.ب. 

http://spc.kau.edu.sa  
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